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1 Introduction

The digital age has fundamentally transformed public discourse. Social media platforms, in particular, have become
central hubs for the exchange, amplification, and fragmentation of information. While these platforms offer spaces
for diverse dialogue, they also enable the proliferation of misinformation and the deepening of societal divisions.
Polarization—the process by which social or political groups split into opposing sub-groups with contrasting positions,
goals, and viewpoints—has been a growing concern in this context, as fewer individuals remain neutral or hold
intermediate stances [29, 53, 68, 82, 87].

In recent years, research on polarization has evolved beyond simplistic explanations, such as ‘filter bubbles’ and
‘echo chambers’ [21, 47, 64], towards more nuanced approaches. One prominent explanation revolves around framing:
the way particular interpretations of an issue, or frames, shape individuals’ perceptions, attitudes, and behaviors
[26, 36, 44, 84, 95].

In online environments, frames often emerge and spread through user-generated content, shaping collective in-
terpretations of events and driving polarized opinions [92]. As users selectively share content, specific frames gain
prominence, creating locally homogeneous views within groups, often reinforcing existing partisan perspectives [7].
Over time, as like-minded content becomes dominant in these groups, perceptions of polarization intensify [71].

To better understand these dynamics, various methods—ranging from machine learning and network analysis to
content analysis—have been applied to study frames and their influence on polarization [7, 31, 33, 41, 70, 81, 91]. Yet,
despite significant progress, current approaches often rely on domain expertise to pre-select relevant topics for analysis,
which may limit their generalizability across platforms and contexts. There is a pressing need for methodologies that
can identify frames automatically, with minimal prior knowledge and human intervention, and that are adaptable to
different forms of content and modes of interaction.

This study addresses these gaps by proposing a systematic, generalizable methodology for identifying and charac-
terizing frames in social media. Our approach leverages machine learning, network analysis, and natural language
processing (NLP) techniques to uncover frames in polarized communities.

We begin by assuming that users can be grouped into distinct, non-overlapping communities based on their engage-
ment levels on platforms such as Twitter and WhatsApp. Once these communities are delineated, we extract potential
frames from user-generated content. The identification of these frames is grounded in the following key assumptions:

• Topics can serve as a proxy for frames [49, 50, 78, 101, 102].
• Topics are composed of multi-word expressions (MWEs), or collocations, which are phrases that frequently
co-occur, contributing to the semantic structure of frames.

• The prominence of MWEs within communities signals important frame candidates.
• A multi-word expression must appear within at least one topic to qualify as a frame candidate.

Manuscript submitted to ACM

https://doi.org/XXXXXXX.XXXXXXX


Unsupervised Framing Analysis for Social Media Discourse in Polarizing Events 3

We rigorously evaluate our proposed frame identification methodology across diverse scenarios, employing different
topic modeling algorithms, a range of topic numbers, various text representations, and two key metrics—homogeneity

and relevancy. These metrics assess the semantic distinctiveness of the identified frame candidates and their relevance
to the ongoing debate.

To demonstrate the efficacy and limitations of our approach, we present a case study on the 2021 Chilean presidential
election, a highly polarized political event marked by the stark ideological divide between Gabriel Boric (left-wing) and
José Antonio Kast (right-wing). Using data from public discussions on X/Twitter and WhatsApp groups supporting
different candidates, we identify and analyze key frames shaping polarization within these digital communities.

1.1 ResearchQuestions

This study seeks to understand how frames circulating on social platforms can be identified, characterized, and evaluated.
The specific research questions guiding this work are:

(1) How can machine learning techniques, network analysis algorithms, and natural language processing tools be
utilized to identify and characterize frames within digital platforms?

(2) How do frames on digital platforms fluctuate in response to real-world events, platform-specific mechanisms,
and the characteristics of user-generated content?

(3) How can we assess the significance and variability of frames?
(4) What impact do different topic modeling algorithms, topic numbers, and text representations have on the

effectiveness of the proposed frame identification methodology?
(5) In the context of the 2021 Chilean Presidential Elections, how can this frame identification methodology be

applied to highlight key frames that mattered to communities across Twitter and WhatsApp platforms?

1.2 Contribution

This research advances our understanding of frames—dynamic, emergent, and often covert constructs prevalent in
polarized online communities. Our key contributions are as follows:

(1) We propose a comprehensive methodology for identifying and characterizing frames across multiple platforms.
By integrating machine learning, network analysis, and natural language processing (NLP), our approach offers
a generalizable framework for studying frames in polarized contexts.

(2) We account for platform-specific attributes, such as user integration within communities and modes of engage-
ment. This enables us to derive nuanced insights into the dynamics of polarization from diverse social media
platforms.

(3) We introduce two novel metrics—homogeneity and relevancy—to evaluate the quality of the identified frames.
These metrics measure semantic divergence and relevance to the debate, offering a rigorous tool for assessing
frame significance within polarized discussions.

(4) Our methodology is grounded in key assumptions about the role of topics and multi-word expressions (MWEs)
in framing analysis. By leveraging these foundational concepts, we systematically identify frames and map their
emergence and evolution within digital communities.

(5) We demonstrate the practical applicability of our approach through a case study on the 2021 Chilean Presidential
Elections. This real-world example validates our methodology and highlights how frames shift in response to
events, platform mechanisms, and user interactions.
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(6) Our analysis spans two platforms, Twitter and WhatsApp, illustrating how polarization unfolds differently across
them. By identifying key frames within each platform, we provide a comprehensive view of polarization across
varying content forms and interaction modalities.

1.3 Ethical Statement

The data collected through WhatsApp groups are highly sensitive due to their political and semi-private nature. We
therefore immediately anonymized sensible parts of the data (WhatsApp IDs), and all multimedia, such as images,
audio, and videos, were deleted. Furthermore, the analysis performed for both Twitter and WhatsApp content only
considered processed text. This means that there was no human intervention when reading and analyzing each message
individually. Instead, only patterns at the topic level (topic modeling) and word embeddings were observed by the
authors. This methodology ensures that individual user identities are protected and that the analysis remains focused
on general patterns and trends rather than specific user content [51]. Finally, we will release the dataset only in a
case-by-case scenario to avoid making individuals identifiable in the content of messages or by cross-referencing with
other datasets or any future system that may harm these individuals.

2 Literature Review

This section reviews the existing studies on two significant topics: the analysis of framing in communication and the
phenomenon of polarization in social media. The first subsection, Framing Analysis, examines the various methodologies
and theoretical approaches used to understand how information is structured to influence public perception. The second
subsection, Polarization in Social Media, investigates how social media platforms contribute to the intensification of
polarized opinions and the mechanisms through which they shape public discourse.

2.1 Framing Analysis

Framing has been a central concept in multiple disciplines, including communication [61], political science [54],
psychology [93], and sociology [38]. While these fields often present divergent definitions and methods, framing is
widely recognized as a constructivist concept, emphasizing the role of language in shaping the social construction of
reality through interaction between individuals and groups [15].

To use a popular definition among communication and political science scholars, Entman [36] states that “to frame

is to select some aspects of a perceived reality and make them more salient in a communicating text, in such a way as

to promote a particular problem definition, causal interpretation, moral evaluation, and/or treatment recommendation.”

Thus, a frame can function both as a process—how frames are constructed and communicated—and as an outcome,
representing the interpretative structure embedded within a text [44]. Frames help individuals interpret events, guiding
their perceptions and behaviors accordingly.

A key distinction in framing analysis is the differentiation between “frame-building” and “frame-setting” [32]. Frame-
building refers to how frames are constructed in media, while frame-setting addresses how these frames influence
audience perceptions. This dual perspective offers insights into how media content is shaped and interpreted.

Frames are instrumental in creating structured meaning from ambiguous or complex realities, functioning as
“interpretative packages” [38]. In political communication, frames are frequently deployed as strategic tools to shape
public opinion or influence the interpretation of events [60]. Framing can occur at both a superficial level, where frames
are applied directly to specific issues, and at a deeper level, where cultural and social frames evolve more gradually
through long-term interactions.
Manuscript submitted to ACM



Unsupervised Framing Analysis for Social Media Discourse in Polarizing Events 5

Framing is also closely related to the second level of agenda setting, often referred to as attribute agenda setting
[69]. While both framing and attribute agenda setting explore how media influences audience perceptions, framing
is considered a more complex construct, focusing not only on how an object is presented but also on the underlying
interpretative processes.

Traditionally, framing has been identified through manual content analysis, a method effective for capturing nuanced
frames but limited by scale and subjectivity. As computational methods gain traction, automated approaches to framing
analysis are increasingly used to process large datasets [39]. Matthes [66] highlights the potential of automated
techniques to mitigate the limitations of manual coding, though challenges related to precision and interpretability
remain.

Ali and Hassan [3] provide an extensive overview of computational framing methods, including supervised learning,
unsupervised approaches like topic modeling, and advanced neural networks. They emphasize the scalability of these
methods but acknowledge persistent challenges such as frame ambiguity and dataset annotation.

Supervised machine learning has shown promise in large-scale frame identification [22], and text embeddings have
proven valuable for framing classification by capturing semantic relationships between words [58]. Despite these
advances, most framing studies—whether manual or computational—focus on identifying either generic frames, common
across topics, or thematic frames, specific to particular issues [18, 85].

Given our focus on a specific issue, we align our analysis with thematic frames. Recent research has proposed
using topic modeling as a proxy for framing analysis, suggesting that the co-occurrence of words in texts can serve as
indicators of how themes are framed [49, 101, 102]. As Ylä-Anttila et al. [102] notes, word-use patterns emerging from
topic modeling algorithms can approximate framing patterns by highlighting how certain words are used to discuss a
theme.

One of the key challenges in computational framing analysis is selecting word clusters that not only co-occur fre-
quently but also capture the essence of a frame. This process can be resource-intensive and requires careful consideration
to ensure meaningful frames are identified.

Our study addresses these challenges by incorporating Network-Activated Frames (NAF) [6], which conceptualizes
framing as a dynamic process occurring within social networks. NAF posits that users frame events by sharing content
within their networks, and these frames become more resonant as they align with the dominant values of the community.
As users are exposed to only a subset of the broader discourse, frames tend to be locally homogeneous, amplifying
certain messages while suppressing others that do not align with the community’s prevailing viewpoints.

This study introduces a novel approach to framing analysis that addresses several limitations of existing computational
methods. Specifically, we:

(1) Conceptualize frames as context-specific constructs emerging within distinct user communities, rather than
generalized clusters of terms across entire datasets. By utilizing the NAF approach, we detect frames that resonate
within particular communities based on engagement patterns.

(2) Automate the frame identification process with minimal reliance on domain knowledge. Unlike traditional
methods that require pre-selected topics, our approach introduces quantitative metrics for automatic frame
extraction, assuming that frames are salient concepts within a community’s discourse.

(3) Expand the representation of frames by capturing them as multi-word expressions (MWEs). This allows for
richer, more nuanced frame identification, providing a more accurate depiction of how frames function within
polarized digital environments.
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2.2 Polarization in social media

In the midst of heated debates on contentious topics, it is common for online participants to come across viewpoints
mirroring their own [8]. This occurrence, combined with other factors linked to the consumption of media, strengthens
users’ pre-existing beliefs and restricts their exposure to differing standpoints on the debated issues [2, 16]. Therefore,
a vital part of analyzing polarization involves recognizing the diverse positions within the discussion, followed by
pinpointing clusters of users sharing similar viewpoints. This classification assists in assessing and tackling the issues
that arise due to polarization within social networks.

Research that examines polarization on social media platforms often proceeds by classifying users based on their
alignment with specific topics or entities [1]. It is typically assumed that such communities can be preliminarily
recognized by their focus on certain subjects, their shared use of specific hashtags and vocabulary, and the inclusion of a
group of initial users to establish these communities. However, the process of manually assigning labels beforehand can
be resource-intensive, particularly in large networks. It demands significant time investment, impacts the distribution
of stances in the dataset, influences the quality of inter-annotator consistency due to the necessity of topic expertise,
and is hampered by the absence of definitive datasets, among other challenges.

The information in Table 1 demonstrates that numerous methods, strategies, and case studies have been examined
up to this point. The literature has investigated both content-based and network-based approaches, focusing on online
content (such as tweets) and the relationships between objects (like users), respectively. Furthermore, various tasks
employing distinct machine learning techniques (for instance, supervised learning) have been suggested, which will be
elaborated upon in the subsequent text.

There is an emphasis on examining the vocabulary used by users. Underpinning this focus is the hypothesis that
individuals sharing a stance are likely to express their opinions using similar language. This idea was supported by
research that found individuals taking a similar stance (e.g., opposition to abortion) frequently use analogous vocabulary
to articulate their views [1, 5, 57, 73].

Authors have employed embedding learning strategies to determine users’ stances by integrating both textual content
and user interactions [14, 62]. In the work of Garg et al. [40], their findings revealed that word embeddings capture
gender and racial stereotypes when word vectors trained on diverse corpora are compared to understand the semantic
definition of a given term. Based on the results of the previous work, Kutlu et al. [59] implemented various word vector
models for each political figure and stance (e.g., supportive or opposed to Erdogan). They utilized a catalog of known
polarized adjectives and political terms, and compared each term’s 2000 nearest neighbors’ words to qualitatively
understand the differences among low-dimensional vectors.

Meraz and Papacharissi [71] examine how both elites and non-elites negotiate the flow of information to establish
dominant frames, focusing on the interaction between gatekeepers, who manage information dissemination, and
gatewatchers, who challenge this control. The research highlights the networked environment of Twitter, showing
how frames are influenced by network effects, hashtags, and interaction markers such as retweets (RT) and mentions.
The study underscores the fluid, iterative processes of networked framing, where frames are persistently revised,
rearticulated, and dispersed by both crowds and elites, demonstrating the dynamic mechanisms driving the propagation
of dominant frames in social media.

Demszky et al. [33] presented a study of 21 U.S. mass shooting events to measure polarization in common frames
in Twitter. Considering a predefined list of Twitter accounts of U.S. Congress members and presidential candidates,
they applied a label propagation method to determine the users’ political party. They trained a word embedding
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Article Task Approach ML technique Dataset/event

Aldayel and Magdy [1] Relationship be-
tween stance and
sentiment

Content-based None (statistics analysis) SemEval stance dataset

Meraz and Papacharissi [71] Framing analysis Both content-based
and network-based
approaches

None (network analysis
and hashtags frequency)

Protests in Cairo, Egypt

Anand et al. [5] Stance classifica-
tion

Content-based. N-grams,
LIWC and grammatical
features

Supervised Topics from Con-
venceme.net

Mohammad et al. [73] Stance detection
and classification

Content-based. N-grams Supervised SemEval stance dataset

Klebanov et al. [57] Stance classifica-
tion

Content-based. Vocabu-
lary selection

Supervised Multiple debate corpora

Benton and Dredze [14] Stance classifica-
tion

Content-based. Word em-
beddings

Supervised SemEval stance dataset

Borge-Holthoefer et al. [19] Polarization analy-
sis

Both content-based
and network-based
approaches.

Supervised Egyptian political sphere

Weber et al. [98] Polarization analy-
sis

Network-based. Retweet
network analysis based
on a set of seed users

Supervised Egyptian political sphere

Coletto et al. [27] Polarization analy-
sis

Network-based. Retweet
network analysis based
on graph patterns

Supervised Twitter controversial
pages

Garimella et al. [41] Polarization analy-
sis

Both content-based
and network-based
approaches.

Semi-supervised Twitter controversial
pages

Demszky et al. [33] Polarization and
framing analysis

Both content-based
and network-based
approaches.

Semi-supervised U.S mass shootings

Guerrero-Solé [48] Polarization analy-
sis

Network-based. Retweet
network analysis based
on a set of seed users

Unsupervised The Catalan Referendum
for Independence

Darwish et al. [31] Stance detection Both content-based
and network-based
approaches

Unsupervised Twitter political discus-
sions

Kutlu et al. [59] Polarization analy-
sis

Content-based. Word em-
beddings

Unsupervised 2018 Turkey elections

Sarmiento et al. [81] Polarization and
framing analysis

Both content-based
and network-based
approaches.

Unsupervised The 2019 Chilean unrest

Table 1. Summarization of content-based and network-based approaches in the literature addressing polarization analysis and stance
detection problems. The table is sorted by ML technique.

model to estimate frames, applied k-means clustering to discover common concepts, and manually assigned topics
names to inspect the tweets. Finally, they computed a leave-out estimator to measure polarization between and within
partisanships for each frame.

In addition to characterize users based on the content published by them, articles in this field have also studied
network relationships that emerge from diverse objects in social media. Social media platforms yield a rich interaction
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structure wherein users communicate and connect with others in several ways. For example, sharing ideas from other
users [19, 48], replying to messages, following others [43], and using similar specific keywords in their content [31].

In a study examining polarization in Egypt concerning Secular and Islamist perspectives across multiple languages,
an analysis of the retweet network was conducted by Weber et al. [98]. Using a seed of users and employing NodeXL
and Fruchterman-Reingold community algorithms, the authors revealed a polarized network representing Islamist,
Secularist, and Center positions. Darwish et al. [30] investigated stance detection of online Islamophobia, using the 2015
Paris terrorist attack as a case study. Among various features, the authors took into account network characteristics
such as the accounts that a user mentioned, retweeted, and responded to.

Darwish et al. [31] introduced an unsupervised framework for detecting stance on Twitter, considering three polarized
events. This approach extracted multiple network features, including the number of unique tweets, hashtags, and
retweeted accounts, while also computing user similarity. Subsequently, they applied dimensionality reduction and
clustering techniques to identify communities. Similarly, Sarmiento et al. [81] proposed a slightly human-supervised
approach to framing analysis. Considering the 2019 Chilean protests as a case study, they approached frame identification
in polarized communities by selecting those topics that are almost similar across communities. Although the authors
demonstrated substantial differences and similarities in the use of various concepts, their calculation lacks an in-depth
analysis of the quality and homogeneity of the selected frames.

Other works have included additional structures, such as reply and follower graphs. Coletto et al. [27] studied
controversial topics in Twitter, considering a motif-based approach that enriches traditional graph features (i.e., network
structure and temporal characteristics) to predict if a conversation thread is controversial or not. Garimella et al. [41]
proposed a graph-based three-stage pipeline to quantifying controversy in social media, which involves the creation
of a conversation graph about a topic, identifying potential sides of the controversy, and measuring the amount of
controversy based on the structure of the graph. In these two mentioned articles, both works require a seed of initial
keywords (or topics) to analyzed controversial themes. To understand long-term polarization effects in Twitter, Garimella
and Weber [43] analyzed the increasing of US political polarization over the last eight years. Their analysis relied on
re-constructing retweet, followers and shared hashtags networks among others. The authors claimed that polarization
increased, depending on the measure, between 10% and 20%.

Differentiation from prior work. Our method provides a comprehensive approach that leverages both social
network analysis and content analysis to offer a detailed analysis of thematic frames that emerge in social media during
polarized events. This dual approach ensures that we capture the complexities of both the social interactions and the
content driving the discourse, making it more effective than single-method approaches.

Various works, as described in Table 1, have considered this dual-method approach. However, they often rely on
supervised learning, which requires a set of seed objects [98](e.g., known users), preconceived ideas about what topics
may be important over time in online discussions [41], and in several cases, pre-trained models with past data, which
may not integrate the current context of conversations.

Considering these limitations and the challenges of analyzing social media platforms given that the discourse can
rapidly evolve and new topics can emerge unpredictably, our unsupervised method offers significant advantages. By
not relying on predefined seeds or past models, our approach remains adaptable and responsive to real-time changes in
the discourse. This flexibility is crucial for accurately capturing the dynamic nature of online discussions and providing
timely insights into the frames and issues that matter most to polarized communities.
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Furthermore, we introduce novel metrics for rigorous evaluations. Existing methods often lack rigorous metrics for
evaluating identified frames, relying on qualitative assessments and basic statistical techniques [59]. Our approach
introduces two novel metrics, homogeneity and relevancy, enabling a more rigorous and quantifiable evaluation. These
metrics ensure that the detected frames are both relevant to polarized communities and internally consistent.

Additionally, many of the efforts presented in previous studies focus on a single social media platform or a specific
type of user engagement, limiting the generalizability of their findings [31, 33]. Such a limited focus can lead to
conclusions that do not hold true across different platforms or contexts of online engagement. Our methodology,
validated on both Twitter and WhatsApp during the 2021 Chilean Presidential Elections, aims for applicability across
multiple platforms. By applying our methodology to different social media platforms, we ensure that our findings are
applicable to various online environments.

Lastly, our framing perspective contrasts with that of Meraz and Papacharissi [71]. Whereas their work examines
frame negotiation between elites and non-elites in networked settings, our approach explores organic frame emergence
driven by community dynamics. Our focus lies in understanding how influential users and viral content shape frame
prominence within communities, highlighting the covert and complex aspects of frames in polarized environments.

3 Proposed Methodology

The issue of polarization is a common phenomenon across social media platforms, especially evident in areas such as
political discussions, debates on contentious issues like same-sex marriage and abortion, and more recently, crisis events
such as COVID-19 and public protests. For the purpose of our research, we characterize polarized events as unique
occurrences that unfold within a specific timeframe and location, where two or more groups of users, with contrasting
views, can be recognized on a particular online platform. For instance, online discussions related to presidential elections
including users from opposites parties, messages posted during demonstrations and protests that generated different
points of view in people, among others. In this scenario, the users’ stances can be discerned based on their interactions
with other elements (e.g., users) and the content they engage with.

In our work, we aim to identify and characterize frames, which are emerging concepts that are relevant in a polarized
discussion across communities within a particular platform. Figure 1 depicts a general overview of our proposed
framework in order to capture these emerging concepts discussed in a polarized event. Our data sources include active
users who share content on an online platform and engage with other entities, such as additional users. This engagement
enables us to categorize these users into communities, the nature of which can fluctuate based on each platform’s
unique characteristics. For instance, it might be implicitly inferred based on the nature of user interactions, such as
following or responding to other users, as is common on platforms like Twitter. Alternatively, community affiliation
might be explicit, manifested when users integrate into specific groups like those found on Telegram or Whatsapp.

As Sarmiento et al. [81] demonstrated in their work, mapping users to communities allows for the identification of
complex and unique relationships between content and communities, revealing that the vocabulary and context of
a specific community around a given topic are crucial to the analysis of the framework. Once the communities are
identified, we can begin analyzing conversations and salient concepts that are important for the discussion.

Our model is formally delineated as such: Let us consider a designated social media platform 𝑃𝑖 (e.g., Twitter or
Whatsapp). This platform is comprised of 𝑢 ∈ 𝑈𝑃𝑖 active users. Each user 𝑢 is assigned to a community 𝐶𝑃𝑖 , 𝑗 , wherein
𝑗 serves as a marker for one of the discernible communities extant on 𝑃𝑖 . This community 𝐶𝑃𝑖 , 𝑗 is symbolized as a
compilation of documents 𝐷 , detailing the content shared by each user 𝑢 ∈ 𝑈𝑃𝑖 . We postulate that a document 𝑑 ∈ 𝐷
may be characterized either as an individual message (such as a tweet or a Whatsapp message), or a concatenated
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Fig. 1. Given a polarized event, we start by collecting data from various online platforms where the event is discussed. This data is
then filtered to identify active users and assign them to specific communities based on their interactions. Subsequently, framing
identification is conducted to detect and analyze terms that represent different frames within these communities. Finally, the identified
frames are evaluated based on their homogeneity and relevance.

Notation Description
𝑃𝑖 A designated social media platform (e.g., Twitter or WhatsApp).
𝑈𝑃𝑖 Active users 𝑢 on platform 𝑃𝑖 .
𝐶𝑃𝑖 , 𝑗 Community 𝑗 on platform 𝑃𝑖 .
𝐷 Collection of documents shared by users in 𝐶𝑃𝑖 , 𝑗 .
𝑑 An individual document within 𝐷 .
𝐾 Number of discrete topics within a community.
𝑇𝑗 A topic within the document collection.
𝑤𝑘 A multi-word expression or term.
𝐹𝐶 A finite set of frame candidates described by𝑤 multi-word expressions.

𝑃 (𝑤𝑘 |𝐷,𝑇𝑗 ) Probability of multi-word expression𝑤𝑘 in topic 𝑇𝑗 given document collection 𝐷 .
𝑚𝑇𝑃 (𝑤𝑘 , 𝐷) Maximum inter-topic probability of𝑤𝑘 in 𝐷 .

𝑚𝑖𝑛𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑡𝑦𝑃𝑟𝑜𝑏 (𝑤𝑘 ) Minimum inter-community probability of𝑤𝑘 .
𝑅(𝑤𝑘 |𝐷,𝑇𝑗 ) Ranking of𝑤𝑘 in topic 𝑇𝑗 given document collection 𝐷 .
𝑚𝑇𝑅(𝑤𝑘 , 𝐷) Minimum inter-topic ranking of𝑤𝑘 across all topics in 𝐷 .

𝑚𝑎𝑥𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑡𝑦𝑅𝑎𝑛𝑘 (𝑤𝑘 ) Maximum inter-community ranking of𝑤𝑘 .
ℎ𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦𝛼 (𝑊𝑉 ) Proportion of word vectors in𝑊𝑉 with cosine similarity ≥ 𝛼 .
𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑦𝛽 (𝐹𝐶) Proportion of top 𝛽 frame candidates relevant in the discussion.

Table 2. Summary of mathematical notations used in our proposed methodology.

compilation of all messages posted by a user (such as the totality of a user’s tweets). We subsequently categorize
documents 𝐷 associated with𝐶𝑃𝑖 , 𝑗 into 𝐾 discrete topics, representing the most noticeable themes within a community.
Using topic modeling methods to calculate these 𝐾 topics, we acquire the probability 𝑃 (𝑤𝑘 |𝐷,𝑇𝑙 ) allocated for a
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multi-word expression (or collocation)𝑤𝑘 in documents 𝐷 to be associated with topic𝑇𝑙 . In our work, these multi-word
expressions represent emerging, complex and compound terms that can be extracted from the documents. Given that
topics can differ between communities according to content and relevance, we determine that multi-word expressions
must be salient in at least one of its topics in each corpus. Thus, they can be interpreted as frame candidates, describing
important concepts that naturally emerge from the conversations.

In the following sections, we describe each step of our framework, involving from the assignment of users into
communities until the evaluation of the frame candidates. For a better comprehension of all the notations used in the
following sections, we summarize them as shown in Table 2.

3.1 User Community Assignments

Social media platforms foster participation and communal activities among users. The concept of participation, as
depicted in literature, is multifaceted, ranging from a political-ideological construct closely tied to power dynamics, to
simply acting together and communicating without any political roles or power implications [25, 55, 65]. Participation
transforms passive audiences into active participants or users, and this participation can be divided into explicit
and implicit forms [83, 96]. Explicit participation is intimately connected with the production of user-generated
content, while implicit participation involves maintaining connections and a sense of togetherness, rather than content
production. While both explicit and implicit participation relate to actions that a user exhibits on a platform, they do
not necessarily represent the manner in which they engage in a specific community according to their preferences.

In this section, we describe the various ways a user might interact within a distinct community on a certain kind of
social media platform. We hypothesize that users may become part of a community on such platforms, either explicitly
or implicitly. We define implicit engagement as a situation where users demonstrate their interests on platforms by
utilizing specific common keywords in messages, such as hashtags, responding or re-sharing others’ content, and
following certain users. In general, implicit engagement is observed in platforms where users cannot affiliate to a
particular group or community. This kind of interaction is often seen on platforms like Twitter or Instagram, where
users tailor their content and interactions to reflect their individual preferences. Conversely, explicit engagement is
identified by actions where a user actively joins a community through either public or private URLs. Platforms like
Whatsapp or Reddit exemplify this kind of engagement, allowing users to join groups that align with their interests.

Considering the descriptions for implicit and explicit engagement, we next define the procedures to assign users into
communities depending on the type of engagement found in online platforms.

3.1.1 Implicit engagement. Consider a platform, denoted as 𝑃𝑖 , which encompasses an ensemble of active users,
represented as 𝑢 ∈ 𝑈𝑃𝑖 . Unlike other platforms, 𝑃𝑖 does not innately categorize its users into specific communities.
Nonetheless, based on the principle of homophily —where individuals tend to associate with those similar to themselves—
we can gather them into communities predicated on their distinct interactions.

We calculate user community affiliations by examining a graph of user interactions, designated as 𝐺𝑈 , among
users 𝑈 . The interpretation of this interaction graph 𝐺𝑈 can vary according to the unique traits of the platform 𝑃𝑖 .
Examples of such interpretations could include a network mapping followers and followees, a reply or retweet network,
among others. Employing this interaction graph 𝐺𝑈 , we can utilize a variety of methods to algorithmically derive
𝐶𝑃𝑖 , 𝑗 communities, characterized by the 𝑢 ∈ 𝑈𝑃𝑖 users. We then use community detection algorithms to obtain the
assignment of each user 𝑢 ∈ 𝑈𝑃𝑖 to a community 𝐶𝑃𝑖 , 𝑗
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In order to illustrate this scenario, we consider the Twitter platform as an example. On this platform, 𝑈 users shared
their status via text, visual, and audio-visual content. Furthermore, they interact with others in form of re-sharing
content, replying messages, following users, among other similar activities. However, due to the intrinsic structure of
Twitter, users are not facilitated to affiliate with a specific group or community. On the contrary, users tend to converge
based on shared interests, denoted by the usage of mutual keywords or hashtags in their communications, redistribution
of content resonating with their preferences, and so on. Consequently, by developing an interaction network 𝐺 and
implementing community detection algorithms, we could ascertain a multitude of user groups that demonstrate parallel
interests.

3.1.2 Explicit engagement. Consider a platform, denoted as 𝑃𝑖 , which encompasses an ensemble of active users,
represented as 𝑢 ∈ 𝑈𝑃𝑖 . In this scenario, a community 𝐶𝑃𝑖 , 𝑗 consists of a set of users 𝑢 ∈ 𝑈𝑃𝑖 , which each user 𝑢 has
joined to a specific public or private group by following its interests. This assignment allows us to accurately obtain the
membership of each group without additional computational methods.

Literature analyzing platforms, where users explicitly join to a community, has shown that a common challenge is
to primarily determine groups or communities that will be analyzed [42, 46]. This challenge is associated given the
extensive number of groups that may initially be identified, which is extensive in time and domain-specific knowledge.
One of the approaches to deal with this, it is to develop a snowball approach [9, 42]. This approach consists in manually
collecting an initial set of groups in a platform, considered as seed groups. Next, the procedure checks whether a new
shared group has been posted by users in the seed group. If this shared group does not appear in the collection, it adds to
the sample. As previous works in this field, we considered that each shared group belongs to the same community (e.g.,
political affiliation or stance) as the original seed group.

To illustrate this scenario, we examine the features of WhatsApp. This platform allows users to engage in one-to-one
communication through chats, as well as participate in public or private groups for many-to-many communication.
When it comes to public groups, it is assumed that users join based on their shared interests related to the group’s
theme. Consequently, the content shared within the group aligns closely with the stance of its members. We refer to
publicly accessible groups as seed groups, while any new, unseen groups that are introduced within the seed group are
termed shared groups.

3.2 Framing Identification

In this section, we explore two approaches for identifying frames in online content. Our primary motivation for
pursuing this study is to develop a nuanced understanding of how topics are framed in online discourse, which can
have far-reaching implications for public opinion and policy decisions.

As discussed in Section 2.1, there exists a body of work suggesting that the outputs of topic modeling algorithms can
serve as indicators of various methods for discussing a particular theme [102]. The core idea is that each identified
topic consists of clusters of frequently co-occurring words within documents, which are distinct from other topics, and
which in turn represent operationalized frames that capture the key themes of the discussion.

However, one of the challenges lies in selecting groups of words that not only appear together frequently but also
effectively capture the essence of a specific frame within the discussion. This process is computationally intensive,
requiring substantial resources to analyze large volumes of data and identify these specific and meaningful word
combinations.
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In contrast to previous research that views topics as collections of individual words extracted from content, we
argue that topics are composed of a series of frames, which can be described as collocations. According to Benson
[13], collocations are defined as word combinations that occur together more frequently than by chance. In Natural
Language Processing (NLP), the task of collocation extraction aim to identify in a corpus complex lexical items, often
characterized as unpredictable, idiosyncratic, holistic and mutually selective [86]. This perspective implies that more
intricate multi-word expressions or collocations1 may better characterize a topic, thus providing semantic enrichment
for identifying the frame. For example, a person’s full name, or a compound of previously unseen complex terms, may
emerge as a significant concept or frame within a topic.

We describe the framing identification process as follows: Consider a collection of documents 𝑑1, 𝑑2, . . . , 𝑑𝑛 ∈ 𝐷 ,
where 𝐷 is the content shared by 𝑢 ∈ 𝑈𝑃𝑖 active users belong to the community 𝐶𝑃𝑖 , 𝑗 in a platform 𝑃𝑖 . Our goal is to
identify a finite number of frame candidates 𝐹𝐶 , which are described by𝑤 multi-word expressions (or collocations)
relevant in a discussion in at least one theme across different communities.

Each collection of documents 𝐷 can be stratified into 𝐾 topics, which represents the most salient themes in a
community. Using topic modeling techniques to compute these 𝐾 topics, we derive probabilities to understand the
relevance of multi-word expressions in a given topic. Specifically, the probability 𝑃 (𝑤𝑘 |𝑇𝑗 ) of a multi-word expression
𝑤𝑘 pertaining to topic 𝑇𝑗 is calculated. It is imperative to clarify that 𝐷 , the collection of documents upon which the
model is trained, does not constitute a random variable in this context. Therefore, we denote the relationship with the
collection of documents 𝐷 in our probabilities as 𝑃 (𝑤𝑘 |𝐷,𝑇𝑗 ). This allow us to indicate that these probabilities are
conditional on the documents 𝐷 being fixed. Finally, given that these 𝐾 topics may be composed of a different number
of𝑤 multi-word expressions and several degrees of relevance for a community, we determine that frame candidates FC
are salient𝑤 multi-word expressions in at least one of its topics in each community. We next describe two approaches
to compute frame candidates that are discussed in online conversations using topic models.

3.2.1 Probabilistic-based approach. This approach is based on the assumption that the probability 𝑃 (𝑤𝑘 |𝐷,𝑇𝑗 ) of a
multi-word expression𝑤𝑘 to pertain in topic 𝑇𝑗 is directly related with its relevance in the collection of documents 𝐷 .
Therefore, the model quantifies the relevance of a multi-word expression𝑤𝑘 within a specific topic 𝑇𝑗 by calculating its
conditional probability based on a fixed collection of documents 𝐷 .

To understand the relevance of a term across multiples topics in community documents, we define the maximum

inter topic probability (𝑚𝑇𝑃 ) for a multi-word expression𝑤𝑘 in 𝐷 as the maximum (or higher) probability obtained for
𝑤𝑘 across all topics in 𝐷 . Formally, this can be defined as follows:

𝑚𝑇𝑃 (𝑤𝑘 , 𝐷) = max
𝑇𝑗 ∈𝐷

{
𝑃 (𝑤𝑘 |𝐷,𝑇𝑗 ) if𝑤𝑘 ∈ 𝑇𝑗

0 otherwise
(1)

By computing the𝑚𝑇𝑃 score for all multi-word expressions in all documents, we obtained the relevance of them in
each community document. Given our interest is to determine if a multi-word expression𝑤𝑘 can be considered part
of the frame candidates 𝐹𝐶 , we estimate the minimum inter community probability 𝑚𝑖𝑛𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑡𝑦𝑃𝑟𝑜𝑏 (𝑤𝑘 ) as the
minimum topic probability for all communities. This expression determines the worst community-level probability
between all best-topic level probabilities for𝑤𝑘 . The𝑚𝑖𝑛𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑡𝑦𝑃𝑟𝑜𝑏 (𝑤𝑘 ) can be formally defined as follows:

𝑚𝑖𝑛𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑡𝑦𝑃𝑟𝑜𝑏 (𝑤𝑘 ) = min
𝐷
𝑚𝑇𝑃 (𝑤𝑘 , 𝐷) (2)

1Throughout the rest of the document, multi-word expressions and collocations are used interchangeably
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Fig. 2. An example of the framing identification approaches based on topics extracted from two distinct communities (represented in
blue and orange). Topics are characterized through a series of word collocations and associated probabilities. The resulting frame
candidates are determined by the specific approach employed and its hyper-parameters.

Finally, the set of frame candidates 𝐹𝐶 are obtained by selecting top 𝛾 multi-word expressions𝑤𝑘 sorted decreasingly
by their𝑚𝑖𝑛𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑡𝑦𝑃𝑟𝑜𝑏, where 𝛾 is tuned to obtain a desired number of frames (e.g., 10). In the case of ties in the
probability values of two or more multi-word expressions, one of them is chosen randomly.

Figure 2 illustrates an example of the probabilistic-based approach. In this example, 𝑗 = 3 topics are estimated
using the document corpus from each community. It is observed that the multi-word expression gabriel_boric appears
in two different topics within each community (blue and orange document sets), and it shows varying probabilities
across topics. To apply the probabilistic-based approach, we first identify the highest probability for every multi-word
expression within each community; this corresponds to mTP as defined in Equation 1. Subsequently, we calculate the
𝑚𝑖𝑛𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑡𝑦𝑃𝑟𝑜𝑏 between the communities and select the term gabriel_boric as a frame candidate. This is because it
ranks among the top-2 most probable terms in the communities when 𝛾 = 2. Similarly, the term patria (homeland) is
also chosen as a frame candidate using this method.

3.2.2 Rank-based approach. Unlike the previous approach, the rank-based approach considers the collocation-level
position in a topic 𝑇𝑖 . We convert the probability 𝑃 (𝑤𝑘 |𝐷,𝑇𝑗 ) into a ranking 𝑅(𝑤𝑘 |𝐷,𝑇𝑗 ), which is easier to interpret
and more robust to outliers; i.e., the lowest ranking inside a topic represents𝑤𝑘 with the highest probability inside said
topic. Hence, the transformation of 𝑃 (𝑤𝑘 |𝐷,𝑇𝑗 ) to a ranking metric 𝑅(𝑤𝑘 |𝐷,𝑇𝑗 ) serves to enhance the interpretability
of multi-word expression relevance in topic 𝑇𝑖 , while also offering greater resilience to outliers.
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We define the minimum inter topic ranking (𝑚𝑇𝑅) as the minimum (or best) ranking obtained for𝑤𝑘 across all topics
in 𝐷 . This score represents the relevance of a collocation in a corpus under the assumption that relevancy in a collection
of documents is to be salient in at least one of its topics by measuring its topic model word ranking. Formally, this can
be mathematically defined by:

𝑚𝑇𝑅(𝑤𝑘 , 𝐷) = min
𝑇𝑗 ∈𝐷

{
𝑅(𝑤𝑘 |𝐷,𝑇𝑗 ) if𝑤𝑘 ∈ 𝑇𝑗

|𝑇𝑗 | + 1 otherwise
(3)

Given that a multi-word expression might not be present in a topic 𝑇𝑗 , we use the notation |𝑇𝑗 | + 1 as a default
ranking for these terms. Assigning a rank of |𝑇𝑗 | + 1 to terms not present in a topic 𝑇𝑗 ensures they are ranked lower
(i.e., less relevant) than any term that is present in the topic.

By computing the𝑚𝑇𝑅 score for all multi-word expressions in all community content, we obtained their ranking
in each community. To be a part of the frame candidates 𝐹𝐶 , 𝑤𝑘 must also be relevant in at least one topic for all
communities. With this goal in mind we compute the maximum inter community ranking𝑚𝑎𝑥𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑡𝑦𝑅𝑎𝑛𝑘 (𝑤𝑘 )
as the maximum (or worse) minimum topic ranking for all communities. This score can be interpreted as the worst
community-level ranking between all best-topic level rankings for a multi-word expression. Therefore, to obtain a
good position (low ranking) here, 𝑤𝑘 needs to have a good ranking in at least one topic for all communities. The
𝑚𝑎𝑥𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑡𝑦𝑅𝑎𝑛𝑘 (𝑤𝑘 ) can be formally defined by:

𝑚𝑎𝑥𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑡𝑦𝑅𝑎𝑛𝑘 (𝑤𝑘 ) = max
𝐷

𝑚𝑇𝑅(𝑤𝑘 , 𝐷) (4)

The final frame candidates FC are obtained by selecting all multi-word expressions inwhich𝑚𝑎𝑥𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑡𝑦𝑅𝑎𝑛𝑘 (𝑤𝑘 ) ≤
𝜆 where 𝜆 is tuned to obtain a desired number of frame candidates(e.g., 10). In the case of ties in the ranking values of
two or more multi-word expressions, one of them is chosen randomly.

Figure 2 illustrates an example of a rank-based approach, in which the same topics, collocations, and associated
probabilities are extracted from document set 𝐷 , as in the probabilistic-based approach. Unlike the probabilistic method,
the rank-based strategy focuses on the position (or ranking) of each collocation within the extracted topics from a given
corpus. Consequently, a collocation with a high probability might not occupy a top ranking within a community if
other collocations are better positioned within a particular topic. When converting each probability into a ranking,
we note that the term fraude_voto (vote_fraud) achieves a mTR = 1 ranking in both communities under study. Thus,
when calculating𝑚𝑎𝑥𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑡𝑦𝑅𝑎𝑛𝑘 , this term is selected as a frame candidate because it has the highest ranking
(i.e., the lowest numerical value) across communities. Although the probability of this collocation is considerably lower
compared to others across various topics, it still secures one of the top ranks when we compute both the𝑚𝑇𝑅 and the
𝑚𝑎𝑥𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑡𝑦𝑅𝑎𝑛𝑘 . Therefore, the collocation qualifies as a frame candidate when 𝜆 ≤ 2.

3.3 Framing Evaluation

This section aims to assess the effectiveness of approaches for choosing frame candidates. In general, we focus on
the evaluation of two main tasks (see Figure 3). First, we determine which topics best represent the content of each
community. We find the best settings considering various topics model algorithms, number of topics and document
representations that maximize the coherence score. This coherence score described how well a topic is supported by a
referenced corpus.
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Fig. 3. A general overview of the proposed framing evaluation. This consists on two phases: tuning topic models and the selection of
frame candidates.

We address the second part of the evaluation by determining the quality of the frames candidates. They are estimated
based on two proposed approaches presented in Section 3.2. Additionally, we propose two metrics that allow us to
semantically quantify the variety and importance of the frame candidates, namely homogeneity and relevancy.

3.3.1 Tuning Topic Models. To extract topics from each community content, we use three topic modeling algorithms: the
Hierarchical Dirichlet Process (HDP) [97], Latent Dirichlet Allocation (LDA) [52] and Non-Negative Matrix Factorization
(NMF) [103]. For each combination of a document representation and topic modelling, we tune them varying the
number of topics that maximize the coherence score. Finally, we choose the best number of topics of each model, extract
frame candidates 𝐹𝐶 using the two framing identification approaches, and compare them using two proposed metrics:
homogeneity and relevancy scores.

We evaluated every topic model - derived from the combination of a topic modeling algorithm and the document
representation - in a range of𝐾 ∈ [2, 50] topics composed of 1, 000words and chose that which maximizes the coherence
score. To illustrate this scenario, we may choose the LDA algorithm and a document representation by user, for which
the coherence score is computed multiples times by varying the number of topics. Hence, to determine the best number
of topics for every model, we select the one that obtains the highest value.

3.3.2 Frames Candidates Selection. We extract and evaluate the set of frames candidates FC from the topic models
by using the two framing identification approaches. We obtained 12 configurations, which represent different topic
modeling algorithms, document representations and framing identification approaches. For instance, we consider the
LDA algorithm, all messages aggregated by users for the document representation and the rank-based approach for
framing identification. Finally, we determine the quality of the frame candidates by proposing two scores that measure
semantically how varied the words are (called homogeneity) and the relevance of them (named relevancy).
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Homogeneity. We define the ℎ𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦𝛼 as the proportion of all pairs of distinct frame candidates (𝑓 𝑐𝑖 , 𝑓 𝑐 𝑗 ) ∈ 𝐹𝐶
that exceed (or are equal to) a certain similarity threshold 𝛼 . The homogeneity quantifies howmuch semantically different
(or similar) the frame candidates are. Hence, a lower ℎ𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦𝛼 value represents a higher diversity in the final set
of frames.

To estimate this score, we first trained a word2vec model𝑤2𝑣𝐷 using the collection of documents 𝐷 . The word2vec
model allows us to represent every word as a low-dimensional space vector and compute operations over it (e.g.,
euclidean distance and vector similarity). With this in mind, we computed the cosine similarity 𝑠𝑖𝑚(𝑣𝑖 , 𝑣 𝑗 ) of a pair
of frame candidates (𝑓 𝑐𝑖 , 𝑓 𝑐 𝑗 ) ∈ 𝐹𝐶 , which are represented as a pair of word vectors (𝑤𝑣𝑖 ,𝑤𝑣 𝑗 ) ∈ 𝑊𝑉 , where𝑊𝑉

represents the whole set of frame candidates vectors. Finally, we estimate the proportion of every distinct pair of word
vectors (𝑤𝑣𝑖 ,𝑤𝑣 𝑗 ) that obtains a 𝑠𝑖𝑚(𝑤𝑣𝑖 ,𝑤𝑣 𝑗 ) ≥ 𝛼 in the word2vec model. We formally defined the homogeneity as
follows:

ℎ𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦𝛼 (𝑊𝑉 ) =
∑

(𝑤𝑣𝑖 ,𝑤𝑣𝑗 ) ∈𝑊𝑉,𝑖< 𝑗

|𝑊𝑉 | ( |𝑊𝑉 |−1)
2

{
1 if 𝑠𝑖𝑚(𝑤𝑣𝑖 ,𝑤𝑣 𝑗 ) ≥ 𝛼
0 otherwise

(5)

Relevancy. We define the 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑦𝛽 as the proportion of 𝛽 frame candidates that are relevant in the discussion.
Therefore, a higher relevancy represents that the set of frame candidates are more significant across communities. We
estimated this score by calculating the number of extracted frame candidates 𝐹𝐶 that appear in a ground truth collection
of labeled terms. The accuracy and reliability of this ground truth collection were crucial, and manual labeling played a
significant role in this validation process. We categorized labels as relevant and not relevant for the discussion. To create
the ground truth collection, we selected each topic model’s top 30 most probable collocations and assigned them one of
the mentioned labels. This set of collocations was composed of 206 unique multi-word expressions.

We hired five annotators who were familiar with the event covered by the data to perform the labeling task. Their
domain expertise ensured that the frames selected as ground truth were accurately validated, reflecting a detailed
understanding of the context and content. Manual labeling was essential in distinguishing between relevant and
non-relevant frames, providing a solid foundation for our ground truth dataset. This process not only enhanced the
precision of our relevancy measurements but also ensured that our frame identification was contextually accurate and
meaningful.

To evaluate agreement among the annotators, we used majority voting and subsequently calculated the Fleiss’
kappa score 𝜅 to assess the reliability of the agreement. Unlike other kappa statistics such as Cohen’s kappa, which
are applicable only for evaluating agreement between two raters, Fleiss’ kappa is suitable for assessing three or more
annotators on either ordinal or nominal (categorical) scale data. As a result, we determined a Fleiss’ kappa score of
𝜅 = 0.4879, which can be considered as moderate agreement, given the number of annotators involved in the labeling
process. This score underscores the importance of the manual labeling effort in ensuring that the selected frames are
reliably and consistently categorized.

To calculate the 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑦𝛽 , we selected the top 𝛽 frame candidates of each topic model and estimated the proportion
of them that appears as relevant in our ground truth collection. This top 𝛽 frame candidates are selected based on
criteria of each framing identification approach. In the case of the probability-based approach, we choose 𝛽 frame
candidates depending on highest probable collocations. For the ranked-based approach, they are selected considering
the top 𝛽 ranked frames.

We formally define this score as follows:
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𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑦𝛽 (𝐹𝐶) =
1

|𝐹𝐶 |

𝛽∑︁
𝑖=1,𝑓 𝑐𝑖 ∈𝐹𝐶

{
1 if 𝑖𝑠_𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 (𝑓 𝑐𝑖 )
0 otherwise

(6)

where 𝑖𝑠_𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 (𝑓 𝑐𝑖 ) checks if the frame candidate 𝑓 𝑐𝑖 was labeled as relevant in our gold-standard collection of
terms.

4 Case of study: The 2021 Chilean Presidential Election

To evaluate our proposed methodology for identifying frames in online polarized discussions, we conducted an analysis
of the 2021 run-off presidential election in Chile. This election pitted the far-right candidate José Antonio Kast against
the left-wing candidate Gabriel Boric.

We selected this election because it stood out as the most polarized in over 30 years. None of the centrist coalitions
made it to the run-off [11]. Kast ran on a right-wing platform echoing the issue positions of Donald Trump in the
USA and Jair Bolsonaro in Brazil. His program proposed abolishing Chile’s Ministry of Women and Gender Equity,
constructing a barrier at the northern border to halt immigration, implementing significant tax cuts, and prohibiting all
abortion methods [12, 37].

In opposition to Kast was Boric, a former student leader and congressman who led a coalition of left-wing parties
and movements known as the “Frente Amplio”, which included the Communist Party. His campaign championed a
progressive agenda that involved replacing the privately dominated health and pensions system with a public welfare
system, raising corporate taxes, and adopting a comprehensive set of feminist policies [10, 35].

Considering the substantial ideological gap between these two campaigns, it is a compelling case for applying the
methods outlined in this article. Furthermore, there is evidence that the Kast campaign relied on a polarizing discourse
through the use of virulent language and social bots that "intoxicated" the run-off [89, 90], leading analysts to tag the
rightist campaign as "dirty" [17, 76].

In order to understand this phenomenon from different social media sources, we further analyze two platforms that
differ in the type of engagement they have. Such platforms are Twitter and Whatsapp, which have an implicit and
explicit engagement, respectively.

4.1 Data Collection

For both Twitter and WhatsApp platforms, we retrieved data from November 03, 2021, until the runoff, which occurred
on December 20, 2021. Figure 4 displays the normalized frequency of messages obtained for each social media platform.
In the case of Twitter, frequency considers the original message (tweets) and the re-shared one (retweets). As the plot
shows, the frequency of Twitter was highest near November 21, the day the first round was held. In contrast, the volume
of Whatsapp messages appears lower before the first round. However, it increased to reach the maximum value near
the second round, on December 20.

In the next sections, we provide additional explanation about the data collection process developed for each platform.

4.1.1 Twitter data extraction. We collected Twitter data using the API2 provided by the platform. We first retrieved all
messages that mentioned the candidates’ user accounts. Second, we considered a set of hashtags that refer to at least
one of the candidates, mention a political party, or are related to the news about the presential election. For instance,
terms such as #Kast2022, #BoricPresidente and #Presidenciales2021. By merging both collections, we obtained
2https://developer.twitter.com/en/docs/twitter-api
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Fig. 4. Max-min normalized frequency of Twitter (tweets and retweets) and WhatsApp messages over the collection period.

a dataset comprising 6.2 million messages, of which 4.1 million and 2.1 million correspond to retweets and tweets,
respectively.

4.1.2 WhatsApp data extraction. We manually collected a set of political groups - associated with one of the candidates
- that can be accessed via public links shared in other social networks (e.g., Facebook and Twitter) or accessible by
search engines. We refer to this set as seed groups. Using these seed groups, we applied a snowball approach similar to
that of Baumgartner et al. [9]. This process checks if a new group was shared on chat and then joined it. We refer to
these groups as shared groups.

In order to gather information from these groups, we joined partisan chat groups that were centered around the 2021
Chilean presidential election, using a singular anonymous account. We gathered public messages from the groups that
this anonymous account was a part of, employing automated techniques akin to those used by Baumgartner et al. [9],
to extract data from this platform.

Given that users in each group may share links to other, more specific groups, we kept those that included a profile
title and description associated with a particular partisanship. For instance, the group named “BIOBÍO UNIDO X KAST

(Biobío united for kast)" described an online community that supports the candidate J.A. Kast from a specific geographic
location (Biobío state in this example). In contrast, we removed shared groups related to religious associations, buy-and-
sell communities, and hobbies groups that do not contain political descriptions in their profiles. Finally, our WhatsApp
dataset comprised 705,413 messages shared by 28,048 unique users in a total of 492 groups (see Figure 5).

The frequency of messages for each candidate group, as illustrated in Figure 5, followed a similar trend post the initial
round, around November 21. An interesting observation about these frequencies is the considerable increase in the data
volume within Boric’s groups after the first round. This occurrence can be linked to the unexpected and successful
results achieved by the right-wing candidate, José Antonio Kast [11]. This could have triggered a higher participation
of groups associated with the Boric candidate, increasing the volume of data, and sharing new and unpublished groups.

4.2 User Community Assignments

We first identify user communities in both online platforms to analyze topics discussed among polarized groups.

4.2.1 Twitter Communities. As mentioned in Section 3.1.1, implicit community interaction can be noticed on platforms
like Twitter. Since users cannot to join groups or communities, we relied on community detection algorithms to pinpoint
sets of users that belong to a specific, unique group. In this context, we adopted a methodology similar to the one
outlined by Sarmiento et al. [81] on identifying such communities. In their research, they utilized the user retweet
network interaction to pinpoint polarized groups or political parties. In our study, the initial retweet network consisted
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Fig. 5. Max-min normalized frequency for Gabriel Boric and José Antonio Kast in Whatsapp messages.

Community # of messages # of unique users
Cluster 1 246,871 4,072
Cluster 2 292,872 3,824

Table 3. Dataset distribution by Twitter communities after applying the SBM community detection algorithm.

Political affiliation # of messages # of unique users # of groups
Pro-Boric 555,764 23,034 419
Pro-Kast 149,649 5,014 73

Table 4. Dataset distribution by Whatsapp communities.

of 4.1 million messages and around 251, 000 unique users. As indicated by previous research, the retweet network can
offer a more in-depth understanding of the principle of homophily in social networks than mention or reply networks.
This can be attributed to the fact that the retweet network tends to create more segregated communities. The latter
networks can act as channels through which users encounter information and viewpoints they might not have chosen
to engage with initially [28, 100].

Previous to applying community detection algorithms, the work of Sarmiento et al. [81] filtered the retweet network
to remove weak connections among users (e.g., a minimum number of retweets received). Following the exact steps
as the authors applied, our consolidated retweet network comprised 49, 296 users (nodes) that represent 164, 630
connections (edges) among them. Additionally, they evaluated multiple structural metrics for different community
detection algorithms, obtaining that the Stochastic Block Model (SBM) had the best performance. Hence, we applied the
SBM algorithm in our users retweet network.

Figure 6 shows the retweet network by displaying detected communities according the results of the community
detection algorithm. Each circle represents a user and the color represents the community to which it belongs. As noted,
there are two separated user clusters composed of 26, 438 and 22, 858 users.

Given that our interest is in the content published by users, we consider only those who posted messages (tweets) in
our network instead of those who only re-shared (retweeted) content from other users. These users correspond to 7, 906
accounts, which were distributed in communities of 4, 072 and 3, 824 unique users, who posted 246, 871 and 292, 872
messages (tweets) respectively (see Figure ?? and Table 3).

4.2.2 Whatsapp Communities. In the case of WhatsApp, the retrieved metadata does not allow obtaining information
about the users interaction. For instance, it is not possible to know if a user is on the contact list numbers of another
Manuscript submitted to ACM
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Fig. 6. Identified communities in the Twitter retweet network using the Stochastic Block Model algorithm (SBM).

Fig. 7. Max-min normalized frequency for Twitter messages (tweets) obtained in each community.

user or who seen a specific message. Given that we obtained WhatsApp messages using a snowball approach, we
considered that each shared group belongs to the same community (political affiliation) as the original seed group. As
Table 4 shows, most of the collected groups in our snowball process are pro-Boric, which outnumber the pro-Kast
by almost 6 times. Although the number pro-Boric groups was considerably higher, we noted that the ratio between
community messages and users distribution were slower (about 3 and 4 times respectively).

4.3 Framing Evaluation

We present the evaluation of the proposed framing identification on Twitter and Whatsapp datasets. Given the diverse
and unstructured nature of data on these platforms, preprocessing is essential to reduce noise and standardize text,
thereby enhancing the accuracy of our framing analysis. We first preprocess text by removing accents, URLs, Spanish

Manuscript submitted to ACM



22 Sarmiento et al.

Fig. 8. Coherence scores for various topic models on Twitter, each combining a topic modeling algorithm and document representation,
evaluated across 2 to 50 topics.

stopwords, hashtags, user mentions, punctuation, emojis, emoticons, and numbers and converting them to lowercase.
Furthermore, we kept tokens with more than three characters, and sentences (messages in our case) with more than three
tokens. Additionally, we considered that a document can be represented as an individual message or the concatenation
of all messages shared by a users.

We outlined how topics are generally formed from multi-word expressions, rather than merely isolated words.
In order to extract these lexical units, we utilized the phrase detection method from Gensim3, which automatically
identifies common multi-word expressions within a sequence of sentences. This model was developed based on the
concept of learning phrases proposed by Mikolov et al. [72]. According to this concept, the meaning derived from a text
(for example, a sentence) is not merely an aggregation of the meanings of its separate words. Consequently, the model
is capable of discovering words that frequently appear in conjunction but rarely appear in other contexts. For instance,
the model would identify "New York Times" as a single entity rather than as three separate words: "New," "York," and
"Times."

We consider all mentioned models and settings for identifying frame candidates, as mentioned in Section 3.3. To
better assess our method’s effectiveness and limits, we tested it with different settings. For the scores we are calling
ℎ𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦𝛼 and 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑦𝛽 , we tried out different values: 𝛼 = [0.6, 0.7, 0.8, 0.9] and 𝛽 = [5, 10, 15, 20, 25, 30]. This
gave us a clearer picture of how our approach worked under various conditions. We next detail this task divided into
each platform.

3https://radimrehurek.com/gensim/models/phrases.html
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Algorithm Doc. Representation nº Topics c1 nº Topics c2 Coherence c1 Coherence c2 Avg. Topics Avg. Coherence
HDP tweets 50 50 0.3386 0.3265 50 0.3326
HDP users 50 4 0.3139 0.2903 27 0.3021
LDA tweets 5 13 0.2702 0.2654 9 0.2678
LDA users 21 26 0.2754 0.2620 23.5 0.2687
NMF tweets 3 3 0.6689 0.5937 3 0.6313
NMF users 3 5 0.6662 0.6164 4 0.6413

Table 5. Optimal coherence scores for each topic model on Twitter, distinguished by their topic modeling algorithm, document
representation, and ideal topic count for maximizing coherence in community documents.

Fig. 9. Homogeneity scores of frame candidates in Twitter content using probabilistic-based and rank-based approaches, evaluated
for an 𝛼 range of 0.6 to 0.9. Homegeinity scores equal to zero represent higher diversity values.

4.3.1 Twitter dataset. We identified two communities comprising of 4, 072 and 3, 824 unique users, who collectively
contributed 246, 871 and 291, 872 messages, respectively. We applied three topic modeling algorithms (HDP, LDA and
NMF) to each set of documents - represented as individual messages and by users - associated with each community.
Additionally, we evaluated the performance of the models and their setting by measuring coherence scores.

The coherence scores for each algorithm and community are depicted in Figure 8, where we found that the NMF
algorithm performed better than the other algorithms, regardless of the document representation. Table 5 summarizes
the best configuration for each algorithm in terms of the number of topics and average coherence obtained in the
communities. We found that on average, 19 topics resulted in a coherence score of 0.4073. Moreover, the NMF algorithm
outperformed the other algorithms in both levels of document representation, while LDA performed the worst. In
addition, NMF achieved its highest coherence scores with fewer than 10 topics.

We next computed ℎ𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦𝛼 and 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑦𝛽 scores by considering the best setting of the topic models and
including the two proposed framing identification approaches for each setting. Figure 9 shows the homogeneity score
divided into topic modelling algorithms in various levels of document representations and framing identification
approaches. Our first observation is that the unique models that did not obtain ℎ𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦 = 0 (higher homogeneity
in the set of frame candidates) were those using the NMF algorithm. For the other models, we noted that they obtained
the lowest score, representing that frame candidates are semantically different in the word2vec model, even for highest
threshold values.
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Fig. 10. Relevancy scores of frame candidates in Twitter content using probabilistic-based and rank-based approaches, evaluated for
an 𝛽 range of 5 to 30.

We further estimated the relevancy score (see Figure 10) in the same scenarios as previously explained. When we
choose 𝛽 = 5 as the number of top frames that may be relevant in our ground truth, we notice that the average relevance
is about of 0.81 (𝑚𝑎𝑥 = 1 and𝑚𝑖𝑛 = 0.6). In detail, one interesting observation is that, representing every document as
an individual tweet, it obtained a 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑦5 = 1 for all topic modelling algorithms (HDP, LDA, and NMF). In the case of
the framing identification method, the probabilistic-based approach appeared in two-third of these three best scenarios.

We further note that results change considerably for 𝛽 > 5 . For instance, we observe that the average relevancy
decreased until 0.725 when 𝛽 ∈ [10, 15], while for 𝛽 ∈ [20, 25, 30] the average decay to approximately 0.657. Regarding
the best settings, we notice that there are two topic models more consistent in terms of the maximum relevancy found
across this range of values. Both mentioned models are the HDP algorithm at the level of document represenation by
tweet, but with a different framing identification approach. In detail, they obtained an average relevancy score of 0.758
and 0.772 for the rank-based and probabilistic-based approaches, respectively.

Finally, by analyzing both homogeneity and relevancy scores, we suggest that the election of a specific setting may
mostly depend on the number of relevant candidates frames found in the collection (𝛽 parameter) rather than the
threshold of similarity (𝛼 parameter). On the one hand, for the three best settings with 𝛽 = 5, two of them had zero values
for all range of 𝛼 values. These two settings considered the HDP and LDA algorithms, both representing documents as
a single message, but differing in the framing identification approach. On the other hand, for the two best settings when
𝛽 > 5 (both using HDP), we notice that they also obtained zero values for all the range of 𝛼 values. Additionally, we
note that representing documents as individual messages leads in this scenario, and the probabilistic-based approach
was slightly higher than the rank-based approach.

Overall, our results suggest that representing documents as a single message had a better performance. In addittion,
the HDP seems one of the best topic modelling algorithms independent of the level of document representation and
framing identification approach.

4.3.2 Whatsapp dataset. Our communities were composed of 23, 034 and 5, 014 unique users that shared 555, 764 and
149, 649 messages in Pro-Boric and Pro-Kast Whatsapp groups, respectively. In addition, we follow a similar evaluation
as the presented for Twitter to compute coherence score in wide range of topic model settings.
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Fig. 11. Coherence scores for various topic models on Whatsapp, each combining a topic modeling algorithm and document
representation, evaluated across 2 to 50 topics.

Figure 11 shows the coherence score in each Pro-Boric and Pro-Kast communities by varying the number of topics
for the six evaluated models. Additionally, Table 6 shows the best performance for each model according to coherence
and number of topics obtained in communities. We found that on average, 19 topics were estimated by models, resulting
in a coherence score of 0.4995. For this dataset, the NMF algorithm had a better performance for both document
representations than the LDA and HDP. Additionally, the NMF obtained a fewer number of topics for the optimal
coherence score than the other models.

Until this part of the valuation, we notice two main general observations comparing with the evaluation in the
Twitter dataset: 1) the average number of topics that obtained the best performance is almost the same. However,
standard deviation was higher in Whatsapp. 2) the average coherence across models was 18% higher in Whatsapp.
Furthermore, they achieved a lesser standard deviation. Hence, our results initially suggest that computed topics had a
better adjustment for the content in Whatsapp than Twitter.

We next estimated ℎ𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦𝛼 and 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑦𝛽 scores by considering the best setting of the topic models and the
two framing identification approaches. Figure 12 shows the homogeneity score divided into topic modelling algorithms
and framing identification approaches. We observe that all settings which use the NMF algorithm obtained non-zero
values of homogeneity for every evaluated 𝛼 . Similar to Twitter, the other topic algorithms (HDP and LDA) achieved
the lowest score, representing a high homogeneity of frame candidates in the embedding model.

As Figure 13 shows, we also computed the relevancy score for every setting. We note there are no settings that
identify all frames as relevant. Our results display that the best performance was achieved only in one setting, achieving
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Algorithm Doc. Representation nº Topics c1 nº Topics c2 Coherence c1 Coherence c2 Avg. Topics Avg. coherence
HDP tweets 3 50 0.5159 0.5376 26.5 0.5268
HDP users 46 50 0.2946 0.5431 48 0.4189
LDA tweets 4 15 0.4437 0.3414 9.5 0.3926
LDA users 22 7 0.288 0.4614 14.5 0.3747
NMF tweets 29 7 0.4899 0.7006 18 0.5953
NMF users 2 4 0.6449 0.7333 3 0.6891

Table 6. Optimal coherence scores for each topic model on Whatsapp, distinguished by their topic modeling algorithm, document
representation, and ideal topic count for maximizing coherence in community documents. Communities c1 and c2 represent pro-Boric
and pro-Kast groups, respectively.

Fig. 12. Homogeneity scores of frame candidates inWhatsapp content using probabilistic-based and rank-based approaches, evaluated
for an 𝛼 range of 0.6 to 0.9. Homegeinity scores equal to zero represent higher diversity values.

Fig. 13. Relevancy scores of frame candidates in Whatsapp content using probabilistic-based and rank-based approaches, evaluated
for an 𝛽 range of 5 to 30.

a relevancy of 0.8 for the smallest 𝛽 value corresponding to 𝛽 = 5. This setting used the HDP algorithm, the user-based
text document representation, and the probabilistic approach. Additionally, inspecting other models we observe that
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relevancy did not exceed the value of 0.6 for this scenario. This therefore suggests that, even for the fewest number of
relevant terms, the identified frames may not be meaningful in our gold-standard collection of terms.

In addition, we computed relevancy for a range of 𝛽 > 5 values, in which the results decay drastically. We notice
that this score does not exceed 0.5 in most of the settings, suggesting that the identification of relevant frames is only
possible for a few number of terms in this platform. In this scenario, there is no clear pattern regarding which setting
maximizes relevancy with respect to the algorithm and framing identification approach.

Finally, by studying both homogeneity and relevancy, our analysis suggests that the initial selection of topic
models—and their corresponding settings—can be highly influenced by the relevancy score, as there are no settings
that identify all frames as relevant. Hence, maximizing its value can be crucial for identifying frame candidates. This
approach ensures that the most pertinent frames are highlighted, enhancing the accuracy and effectiveness of the
analysis.

Overall, according to the best scores found in the evaluation, our results suggest that representing documents
by aggregating messages by user, employing the HDP algorithm, and using a probabilistic-based approach for the
identification of frames maximizes the results.

4.4 Results

In this section, we analyze community framing on social media platforms. For each platform, we select the frames that
demonstrated the best performance based on the metrics and settings used in the framing evaluation.

The analysis quantifies the semantic differences and similarities across communities in their use of these frames. We
deem an analogous procedure as presented by Sarmiento et al. [81]. They considered that the exact frame resides in the
same semantic space but treating as different lexical units. To do this, we created a joint word vector model in which
the frames are disambiguated according to the community they appear in. For instance, the frame boric was renamed as
c1_boric and c2_boric in the set of documents corresponding to communities 𝑐1 and 𝑐2, respectively. Therefore, after
training the word embedding model by considering this disambiguation, the same frame can be represented as two
different word vectors. Thus, we can apply vector operations on these word vectors (e.g., similarity, neighborhood) to
measure community framing in our embedded model.

We further conducted a low dimension analysis to quantify community framing. We adopted an approach proposed
by Sweeney and Najafian [88], which uses the relative negative sentiment to assess fairness in word embeddings. The
basic premise of this approach is that words can be transformed from the embedding space into a sentiment probability
through a logistic regression model trained on pre-labeled words.

Analogous to the framing evaluation, we present results of the community framing for each platform by describing
the most relevant findings of them.

4.4.1 Twitter dataset. We obtained that the entire set of frame candidates was relevant (𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑦 = 1) when 𝛽 = 5.
Additionally, for highest values of 𝛽 , the best setting achieved an relevancy of 0.758. In this direction, we chose that
setting that allows us to analyze multiple frames and demonstrate good performance for both homogeneity and
relevancy scores. Thus, we consider five frames for which the HDP algorithm, the representation of a document through
an individual message, and the probabilistic-based approach, obtained the best performance for 𝛽 = 5.

Table 7 displays the selected frames sorted in decreasing order based on their estimated probabilities from the framing
identification approach. Additionally, we have included the cosine similarity of each frame in our word2vec model. To
train the word2vec model, we first concatenated both community corpora and used the skip-gram negative sampling
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Frame Max prob c1 Max prob c2 Min communities Cosine similarity
chile 0.0055 0.0057 0.0055 0.6061
boric 0.0073 0.0052 0.0052 0.5686
kast 0.0029 0.0058 0.0029 0.5263
candidato (candidate) 0.0024 0.0027 0.0024 0.4652
presidente (president) 0.0023 0.0033 0.0023 0.3906

Table 7. Frames found in Twitter according to the results obtained from the framing identification and evaluation.

method [72]. In addition, we included the following parameters at the moment of training: window_size = 7 , epoch = 15,
vector_size = 100 and min_freq = 5. Thus, we computed the similarity between the two disambiguated word vectors
that represent the same frame, but in different communities

Our first observation is that the frames with the highest probabilities also have the highest similarities when this
value is computed between the word vectors of the disambiguated frames. For instance, the top two frames boric and
chile obtained cosine similarities of 0.5686 and 0.6061, respectively. On contrary, the least likely frames candidato
(candidate) and presidente (president) had cosine similarities of 0.4652 and 0.3906, respectively. This first finding suggests
that if a frame is most probable between communities, it may be also most similar in a common semantic space. This
implies that community framing involving these types of frames might exhibit less polarization, as they display a
higher frequency of shared multi-word expressions. Consequently, this could amplify semantic differences between
communities.

We next obtained the top nearest terms for each disambiguated frame to gain more insights into the mentioned
differences between communities. We then visualized them, applying a dimensionality reduction using the T-SNE
(T-distributed Stochastic Neighbor Embedding) algorithm. Figure 14 shows two examples of the top-30 nearest terms
for the frames chile and presidente (president), which had the highest and lowest cosine similarities respectively 4. In
both cases, it is not visually possible to separate terms depending on the community in which they appear.

Given that visually we did not observe differences for the selected frames, we next focus on specific characteristics
of these top-30 nearest terms when they are analyzed in each community. Here, we noticed differences in the number
of overlapping words between communities for each frame. In a detailed analysis of the frame chile, we identified six
common terms shared between communities, such as cambios_concretos (concrete_changes) and proteger_democracia

(protect_democracy) (see Table 8). In addition, a closer examination of each community’s data revealed that in com-
munity 𝑐1 the most similar terms for the frame were cambios_concretos (concrete_changes) and parlamento_apoye

(parliament_supports). Conversely, community 𝑐2 primarily utilized terms like pueblo_construye (people_build) and
nombre_democracia (name_democracy) to refer to the frame. Additionally, we provide a few examples of the messages
related to the both presidente (president) and chile frames divided into communities 𝑐1 and 𝑐2 (see Table 10 and Table 9).
Overall, our findings suggest that there is no clear pattern associated with one candidate or objective discourse about
the terms surrounding this frame in each community.

In the case of the frame presidente (president), our results exhibit a completely different pattern in comparison
with the previous analysis. First, we identify the presence of three common terms across different communities, such
as presidente_necesitamos (president_we_need), boric_electo (boric_elected) and esperanza_justicia (hope_justice). In
detail, our community-specific analysis revealed that the community labeled as 𝑐1 predominantly utilized the terms

4The complete visualization of all frames is published in our repository.
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Fig. 14. Examples of frames in Twitter. The visualization presents two dimensional word vector representations of top-30 nearest
words for the frames chile and presidente (president). Orange and purple points represent the nearest words found in pro-Boric and
pro-Kast communities, respectively.

joven_presidente (young_president) and dale_boric (go_boric). In addition, this community exhibited terms, such as
inscribirse_apoderado (register_as_agent), levantarse_votar (rise_to_vote) and vota_confiado, which can be associated with
a rumor about electoral fraud from other right-wing party [75]. Conversely, the community labeled as 𝑐2 commonly
used the terms kast_futuro (kast_future) and familia_jose (family_of_jose), which can be linked with the mention of
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Frame Community c1 Community c2 Common terms between
communities c1 and c2

chile cambios_concretos (con-
crete_changes), par-
lamento_apoye (par-
liament_supports),
chilenos_creemos
(chileans_believe),
proteger_democracia
(protect_democracy),
justo_igualitario
(fair_egalitarian)

justo_igualitario
(fair_egalitarian),
nombre_democracia
(name_of_democracy),
cambios_concretos
(concrete_changes),
pueblo_construya
(people_build), prote-
ger_democracia (pro-
tect_democracy)

justo_igualitario
(fair_egalitarian),
cambios_concretos
(concrete_changes),
fascismo_extrema
(extreme_fascism),
votado_historia
(voted_history), pro-
teger_democracia (pro-
tect_democracy)

presidente
(president)

joven_presidente
(young_president),
dale_boric (go_boric), esper-
anza_justicia (hope_justice),
inscribirse_apoderado
(register_as_proxy), levan-
tarse_votar (rise_to_vote)

confio_dios (trust_in_god),
chile_decente (decent_chile),
kast_futuro (kast_future),
familia_jose (fam-
ily_of_Jose), salvemos_patria
(save_the_homeland), esper-
anza_justicia (hope_justice)

presidente_necesitamos (pres-
ident_we_need), boric_electo
(boric_elected), esper-
anza_justicia (hope_justice)

Table 8. Examples of the nearest collocations for the frames chile and presidente (president) in Twitter. Table also shows common
collocations found between communities

Messages c1 Messages c2
Que foto tan hermosa, dos personas en posición de
poder pero que no lo anhelan para su beneficio sino
para avanzar a un mejor país, más justo, igualitario y
digno

Por un Chile distinto y renovado, más inclusivo,
fraterno, justo, igualitario #Elecciones2021CL

What a beautiful photo, two people in positions of power
who do not crave it for their own benefit but to advance
towards a better country, more just, equal, and dignified
#Elecciones2021CL

For a different and renewed Chile, more inclusive, fra-
ternal, just, and equal. #Elections2021CL

Todo el éxito!!! El domingo todos a votar para seguir
construyendo un chile más justo e igualitario.

Con la más apañadora, esperenado nuestro turno con
esperanza en un Chile más justo e igualitario

All the success!!! On Sunday, everyone go vote to continue
building a more just and equal Chile

With the most supportive one, waiting our turn with
hope for a more just and equal Chile

Table 9. Examples of messages for the frame chile on Twitter. User mentions other than the candidates were removed. Additionally,
we removed emojis and URLs from messages.

the candidate José Antonio Kast. Furthermore, we note that this community drew attention to certain terms, namely
confio_dios (trust_in_god), salvemos_patria (save_our_homeland), and chile_decente (decent_chile), which are associated
with the central propaganda of the right-wing political party and the campaign of their candidate [79]. Overall, the
qualitative analysis of frames by community revealed that communities 𝑐1 and 𝑐2 can be characterized as Pro-Boric and
Pro-Kast, respectively.

Although our analysis focused on frames with the lowest and highest probabilities due to space constraints, the
other frames showed a similar usage pattern among communities. For example, the frame kast had nearest terms
such as creemos_boric (we_believe_boric) and nazi_jose in Pro-Boric community, while Pro-Kast community displayed
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Messages c1 Messages c2
@user Sí, más difícil que la cresta pero peor si El in-
nombrable es presidente. Así que con todo para lograr
a #BoricPresidente para que haya más esperanza, jus-
ticia y derechos y menos odio.

No hay donde perderse, @joseantoniokast es el Presi-
dente que necesitamos #CandidatoLlegóTuHora #Atre-
viDOS

@user Yes, harder than hell but worse if the unmention-
able is president. So we go all out to achieve #BoricPresi-
dent so there will be more hope, justice, and rights, and
less hate.

There’s no getting lost, @joseantoniokast is the President
we need #CandidateYourTimeHasCome #DareTo

Mañana a levantarse temprano e ir a votar. No importa
el calor, la fila, nada, lo que importa es construir el
país en que queremos vivir con nuestros hijos e hijas.

@joseantoniokast GRANDE PRESIDENTE. IN-
SCRIBIRSE COMO APODERADO DE MESA.

Tomorrow, get up early and go vote. It doesn’t matter
the heat, the line, nothing, what matters is building the
country we want to live in with our sons and daughters.

@joseantoniokast GREAT PRESIDENT. REGISTER AS A
POLLING AGENT.

Table 10. Examples of messages for the frame presidente (president) on Twitter. User mentions other than the candidates were removed.
Additionally, we removed emojis and URLs from messages.

terms like derecha_encanta (right_love) and anti_comunistas (anti_communist). Similarly, for the frame boric, terms like
boric_grande (great_boric) and boric_excelente (excelent_boric) appeared in Pro-Boric community, while boric_amarillo

(spineless_boric) and derecha_decente (right_decent) were present in Pro-Kast community. Previous studies have ap-
proached this evaluation by labeling users based on their stance or political party and estimating various metrics, such
as f1-score and accuracy [81]. However, in our analysis, we minimized human intervention during the initial phases by
avoiding such evaluation.

To quantitatively comprehend community framing for a broad range of neighbor words, we estimated the ratio of
common terms that are shared between communities when we analyzed a frame. We computed the Jaccard index for
each frame by varying the numbers of k-neighbor terms in the range of 𝑘 ∈ [25, 500], with intervals of 25 nearest
words. Figure 15 illustrates the results of this analysis, where we observe that the Jaccard index for the frame chile
increases as the number of common terms grow. This may indicate that this frame was semantically similar between
communities, indicating common discussions surrounding it. In contrast, our results show that the frame presidente
(president) maintains its value almost constant across different values. Therefore, this may indicate that the frame
presidente (president) was discussed with different meaning and perspectives between communities given its low and
almost constant ratio of common terms.

Finally, we include a low dimensional analysis that enables us to establish fairness across communities, using a similar
methodology as outlined by [88]. To achieve this, we assessed the comparative negative sentiment linked to each frame
within these communities. We utilized a collection of 2, 784 Spanish words from the NRC, linked with 1, 246 positive and
1, 538 negative terms [74]. With these, we trained a logistic regression model that estimated the sentiment probability of
a word vector within our joint word2vec model. Consequently, we predict the negative sentiment probability of the of
the frame’s word vectors in each community in each community, resulting in a probability distribution of the complete
set of frames. This distribution is compared with a uniform distribution using the Kullback-Leibler (KL) divergence as a
measure of bias.

Figure 16 shows the sentiment probability of each frame and the negative distribution by community. We observe
that every frame obtain a distinct sentiment probability, in terms either of its intensity or its polarity. However, we
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Fig. 15. Jaccard index for the k-nearest neighbors collocations found between Twitter communities for each frame. Neighbors
collocations are obtained in the of 𝑘 ∈ [25, 500] with intervals of 25 neighbors. The following terms are translated from Spanish to
English as follows: candidato (candidate) and presidente (president) .

Fig. 16. Sentiment probability of the frames found in Twitter. The top image shows the community’s positive and negative probabilities
of each frame. The bottom picture displays the probability density distribution of the negative sentiment. The following terms are
translated from Spanish to English as follows: candidato (candidate) and presidente (president)

obtained unexpected results in frames directly associated with the mention of candidate’s names. For the frame boric, a
higher negative sentiment probability appeared in the Pro-Boric community 𝑐1 , while a higher positive sentiment
probability can be noted in the Pro-Kast community 𝑐2 . This result can be attributed to the inability of word embeddings
to discriminate between the different meaning of a word, which is also documented by Sarmiento et al. [81] in their
analysis of the 2019 Chilean unrest movement.

Regarding the negative probability distribution for the frames shows on the bottom in Figure 16, we visually
notice differences in the shape of them. By estimating the KL divergence, we obtained values of 𝐾𝐿𝐵𝑜𝑟𝑖𝑐 = 0.251 and
𝐾𝐿𝐾𝑎𝑠𝑡 = 0.053 for Pro-Boric and Pro-Kast communities, respectively. As noted, their values are totally different in
magnitude, representing a significant difference in the amount of information necessary to encode and transmit from
one distribution to another. Hence, our results suggest that frames exhibit different polarities in both communities,
where the Pro-Boric community shows a wider range of sentiment states, both positive and negative.

4.4.2 Whatsapp dataset. We determined that the optimal configuration included five frames, resulting in a relevancy
of 0.8 and no similarity between frames at different thresholds. This configuration employed the HDP algorithm,
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frame Max prob c1 Max prob c2 Min communities Cosine similarity
kast_kast 0.0195 0.0861 0.0195 0.8448
kast 0.0072 0.0053 0.0053 0.6154
boric 0.0033 0.0465 0.0033 0.5446
gente (people) 0.0032 0.0036 0.0032 0.3804
gabriel_boric 0.0032 0.0030 0.0030 0.2295

Table 11. Frames found in Whatsapp according to the results obtained from the framing identification and evaluation.

the representation of a document through the concatenation of messages from one user, and the probabilistic-based
approach.

Table 11 displays the chosen frames sorted by their probabilities according to the chosen framing evaluation approach.
Analogous to Twitter, we follow the same steps for disambiguating frames and training the word2vec model using the
same settings. With this in mind, we obtained that the frames with the highest probabilities were kast_kast and kast,
with corresponding cosine similarities of 0.8448 and 0.6154, respectively. Conversely, the least likely frames were gente
(people) and gabriel_boric, achieving cosine similarities of 0.3804 and 0.2295, respectively. Considering these results, we
observed that most of the frames were directly linked to the names of the candidates, except for gente (people).

In accordance with the methodology employed for the analysis of the Twitter dataset, we conducted an estimation of
the top nearest terms for each frame, which were then visualized in a two-dimensional space. Our particular focus was
on the disambiguated frames exhibiting the highest similarity and dissimilarity, namely kast_kast and gabriel_boric,
respectively (refer to Figure 17). The visualization of the two-dimensional space revealed a distribution of terms grouped
according to their respective communities. Specifically, the majority of terms were observed to be clustered based on
the communities they belonged to, as showed in Figure 17. Our results demonstrate that, while there is a distribution of
terms by group, in the case of the frame kast_kast there exists a third group where both communities share the majority
of terms.

We next focus on a deeper semantic understanding of the top-30 nearest terms found for the frames kast_kast and
gabriel_boric across communities (see Table 12) Our results showed that kast_kast shared nine terms between commu-
nities. Examples of these common terms are nacion_kast (kast_nation), kast_presidente (kast_president), chile_exista
(chile_exists) and jamas_marxista (never_marxist). Our community-specific analysis showed that the Pro-Boric com-
munity predominantly used the terms dosis_socialismo (dose_socialism), saluda_pueblo (greets_people) and manipu-

lando_chile (manipulating_chile). On contrary, we identified that, in Pro-Kast groups, nearest terms are jamas_marxista

(never_marxist), familia_familia (family_family) and nacion_kast (nation_kast). Our results suggest that both communi-
ties share various terms, which even appear in most nearest words for each disambiguated frame. In fact, we noted that
nearest terms cannot be differentiated depending on which community they appear because a vast portion of them
(almost one-third) are shared between groups. Overall, we observed that these terms did not allow identifying a specific
stance regarding how the frame was discussed in each community, which can be supported by the previous statement.

In the case of the frame gabriel_boric, there were not common terms between groups. In detail, our analysis for the
Pro-Boric community revealed that most similar terms for the frame were concentremos_esfuerzos (let’s_focus_efforts),
neutrales_apoyamos (neutrals_support) and todxs_chilenxs (all_chileans) These terms can be interpreted as a direct and
explicit support to the candidate Boric, in which groups and users called for a joint effort independent of their party
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Fig. 17. Examples of frames in Whatsapp. The visualization presents two dimensional word vector representations of top-30 nearest
words for the frames kast_kast and gabriel_boric. Orange and purple points represent the nearest words for Boric and Kast communities,
respectively.

politics or gender [24, 94]. Conversely, the community-specific analysis for Pro-Kast groups displayed that the most
similar terms were denuncia_candidato (denounces_candidate) and tapar_situacion(cover_situation). These words can be
associated with the alleged harassment complaint involving the candidate, Gabriel Boric [23]. Overall, our results for
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Fig. 18. Jaccard index for the k-nearest neighbors collocations found between Whatsapp communities for each frame. Neighbors
collocations are obtained in the of 𝑘 ∈ [25, 500] with intervals of 25 neighbors. The following term is translated from Spanish to
English as follows: gente (people).

frame Community c1 Community c2 Common terms between
communities

kast_kast saluda_pueblo
(greets_people), manipu-
lando_chile (manipulat-
ing_chile), libertad_libertad
(freedom_freedom),
dosis_socialismo
(dose_of_socialism), na-
cion_kast (nation_kast),
libertador_presidente (libera-
tor_president)

familia_familia (fam-
ily_family), en-
tiende_idea (under-
stands_idea), saluda_pueblo
(greets_people),
lindo_compartir
(nice_to_share), lib-
ertad_libertad (free-
dom_freedom)

jamas_marxista
(never_Marxist), na-
cion_kast (nation_kast),
libertador_presidente
(liberator_president),
kast_presidente
(kast_president)

gabriel_boric concentremos_esfuerzos
(let’s_focus_efforts),
neutrales_apoyamos
(neutrals_support),
todxs_chilenxs (all_chileans),
puerta_puesta (door_put),
amig_intentemos
(friend_let’s_try),
vivo_compañero
(alive_comrade)

denuncia_candidato (de-
nounces_candidate),
auto_comunistas
(self_communists),
tapar_situacion
(cover_situation), es-
perando_provocacion
(waiting_provocation),
kast_crucificado
(kast_crucified), lo-
grado_mintiendo
(achieved_by_lying)

-

Table 12. Examples of the nearest terms for the frames kast_kast and gabriel_boric inWhatsapp. Table also shows common collocations
found between communities.

the frame gabriel_boric revealed that communities tend to discuss from different point of views, which is supported by
the fact that we did not find common terms in communities and the semantic differences in the use of language of them.

We expanded our study to incorporate a greater number of nearest terms. Figure 18 depicts the Jaccard index
calculated for the nearest terms in each pair of disambiguated frames between communities, using the same range of
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Fig. 19. Sentiment probability of the frames found in Whatsapp. The top image shows the community’s positive and negative
probabilities of each frame. The bottom picture displays the probability density distribution of the negative sentiment. The following
term is translated from Spanish to English as follows: gente (people)

neighbors as in Twitter. Our findings highlight two noteworthy observations for the frames kast_kast and gabriel_boric.
Firstly, we observed that the Jaccard index for the frame kast_kast is highest for the minimum number of evaluated
neighbors (25-nearest terms), but decays exponentially as the number of neighbors increases. This suggests that
discussions surrounding this frame may be highly similar when we limit the analysis to a smaller number of nearest
terms. However, as the number of neighbors increases, the homogeneity of topics discussed in relation to the frame
becomes more apparent. Thus, we can conclude that the similarity of discussions on kast_kast is context-dependent
and influenced by the number of nearest terms considered in the analysis. In contrast, the Jaccard index for the frame
gabriel_boric remains almost constant and close to zero as the number of neighbors increases. This indicates that the
discussions surrounding this frame are markedly distinct in both communities, owing to differences in language usage.

Finally, we estimated the sentiment probability of the frames in the word embedding model to quantify fairness
between communities. Figure 19 shows that most of frames have a similar sentiment probability, with the exception of the
frame boric that exhibits a different pattern between communities. Furthermore, we observe that, frames which should
be associated with a well-known polarity in their communities, obtained an opposite value of sentiment probability. For
instance, the frame kast_kast exhibits only negative values in Pro-Kast groups and kast positive probability in Pro-Boric
groups. Similar to the case of Twitter, these results also suggest the inability of word embeddings to discriminate
between the different meaning of a word.

Another result worth noting is that the probability density distribution of negative sentiment in each community
appears to have a similar shape, but with a different skew (see the bottom of Figure 19). Comparing each probability
with a uniform distribution, we obtained KL divergences of of 𝐾𝐿𝐵𝑜𝑟𝑖𝑐 = 0.345 and 𝐾𝐿𝐾𝑎𝑠𝑡 = 0.354 for communities of
Boric and Kast, respectively. Hence, these scores suggest that communities show a similar sentiment distribution across
frames.

5 Discussion

We developed and evaluated a method for identifying framing that includes choosing the most likely (or top-ranked)
multi-word expressions. These expressions are prominent and meaningful in the subjects conversed about among
various communities. Through an extensive evaluation of diverse topic modelling algorithms, document representations,
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framing identification approaches and metrics, our methodology provided a novelty procedure that require weak human
intervention to select and analyze frames in polarized online discussions.

We evaluated three topic modelling algorithms which were initially fine-tuned with multiple number of topics
with the goal of maximizing the coherence score. In both Twitter and Whatsapp platforms, we noted that the NMF
algorithm outperformed at least 20% the other scenarios, independent of whether the representation of a document was
through individual messages or concatenation of a user’s content. Nevertheless, our evaluations using the homogeneity
and relevancy scores showed that the NMF achieved one of the worst values, especially in the former metric. Hence,
considering only coherence as a measure of best topic model selection for identifying salient themes discussed between
communities, it may provoke a inaccurate selection of frames.

We proposed the identification of frames candidates based on their probability and ranking inter and intra commu-
nities. On the one hand, our results exhibited that the probabilistic-based approach obtained better performance in
most of the scenarios across platforms when we evaluated relevancy. On the other hand, the ranked-based approach
displayed a slightly higher performance in various scenarios when homogeneity was computed. However, we noticed
that this pattern only appeared for Twitter data.

By comparing the framing evaluations between the studied platforms, we can describe various observations which
can be deduced from our results. We first noted that the average number of topics that maximize coherence in each
platform were similar, obtaining 19.4 and 19.9 for Twitter and Whatsapp, respectively. However, we observed that the
identification of topics in Twitter was more sparse than Whatsapp, achieving a standard deviation of 18.02 and 15.87 in
each social network, respectively. Secondly, our results in Tables 5 and 6 show that the average coherence seems higher
in Whatsapp than Twitter, with values of 0.499 and 0.407, respectively. In addition, coherence scores covered a wider
range of values in the case of Twitter, having 0.179, 0.641 and 0.267 for standard deviation, maximum and minimum
values, against 0.125, 0.689 and 0.347 in Whatsapp.

We further realized that Twitter and Whatsapp exhibited differences for homogeneity and relevancy scores. Our
results for homogeneity (see Fig. 9 and 12) displayed that, in both platforms, this score obtained the best performance
for HDP and LDA algorithms. However, for evaluations when we considered the NMF algorithm, both platforms
showed that this model generated less varied frames with respect to the semantics surrounding these terms. In addition,
this effect was more pronounced in Twitter, showing a worse performance (highest values) than Whatsapp. Our
analysis further demonstrated that frames computed from Twitter were almost twice as relevant as in Whatsapp. In
fact, our complete evaluation for different 𝛽 values exhibited average relevancy scores of 0.711 and 0.409 for Twitter
and Whatsapp, respectively. This suggest that extracting significant frames from tweets may be more feasible than chat
conversations.

We also discuss results for the specific frames obtained in each platform and community. Inspecting Tables 7
and 11, our first finding was that two terms (boric and kast) were exactly the same in both platforms. However, our
probabilistic-based approach, which obtained the best performance for selecting frames in both platforms, exhibited a
higher probability for the frame boric in Twitter, almost doubling its value in comparison to Whatsapp. On contrary,
our results showed that the frame kast was twice as likely on Whatsapp than Twitter.

We made a second observation regarding the frames used in Twitter and WhatsApp, specifically concerning the
similarity of the selected terms among the pro-Boric and pro-Kast communities. Upon calculating the average cosine
similarity for the set of frames, we obtained values of 0.511 and 0.522 for Twitter and WhatsApp, respectively. Although
these results were similar, we observed a significant difference in the standard deviation for each platform. In Twitter,
the standard deviation was 0.085, whereas in WhatsApp, it was 0.234. This suggests that the content in WhatsApp may
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be more fragmented among communities than on Twitter. One possible explanation for this difference is that WhatsApp
is a more private platform than Twitter. This means that users may be more likely to share information with people
who share their views on WhatsApp, which could lead to more homogeneous communities. Additionally, WhatsApp
is a messaging platform, which means that users are more likely to have one-on-one conversations than on Twitter,
where users can see and respond to messages from a wider audience. This could also lead to more fragmentation, as
users may be less likely to be exposed to opposing viewpoints.

6 Conclusion

In this study, we aimed to better understand how polarization works on digital platforms by focusing on the role of
frames. Our approach used a mix of machine learning, network analysis, and natural language processing to identify
and assess the quality of these frames in online discussions. Our methods offer a starting point for future studies on
how to pick the most relevant and uniform frames for closer study.

An important finding was how different algorithms work on different platforms. For example, the Non-negative
Matrix Factorization (NMF) algorithm was good at maximizing coherence but not as effective in ensuring homogeneity.
This shows that we need to use multiple criteria for evaluating the quality of frames, rather than just one.

We also noticed differences between Twitter and WhatsApp in our case study on the 2021 Chilean Presidential
Elections. Frames identified from Twitter discussions were generally more relevant but less diverse in meaning. This
could mean that Twitter is a better platform for finding important frames, but we should be careful not to oversimplify
the issues. WhatsApp, on the other hand, showed more diversity in discussions, likely because it is a more private
platform that encourages in-group conversations.

Our results also showed that some frames, like boric and kast were more common on one platform over the other.
This reminds us that we need to consider multiple platforms to get a complete picture of how topics are framed online.

6.1 Limitations

Our method has limitations in both the frame identification component and the determination of their meaning across
communities. These limitations are described below.

6.1.1 Limitations in the frame identification component.

(1) The method restricts the concept of a frame to multi-word expressions in textual content: this excludes the
possibility of frames appearing in different formats such as images, audio, or video.

(2) Communities do not overlap: our method does not account for elements that belong to one community appearing
in two or more groups simultaneously. This also applies to communities that may be reflected in a hierarchical
manner.

(3) Our method is specifically designed to identify frames in polarized settings: this feature requires frames to be
relevant to at least one topic discussed across different communities. It may overlook frames that are highly
salient in one community but only marginally relevant in another, despite some degree of framing being present.

(4) Both proposed frame identification approaches do not consider ties when collocations obtain the same value: if two
ormoremulti-word expressions obtain the same ranking or probability, themethodmay not accurately distinguish
between them, potentially leading to ambiguities in frame identification and a less precise understanding of the
key issues within the discourse.
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6.1.2 Limitations of the meaning determination component.

(1) Static word embeddings are susceptible to the meaning conflation deficiency problem: if a frame includes a
polysemous word, the representation might merge different senses of the word. This issue could be mitigated
using sense embedding models or contextualized embeddings, but this would increase complexity.

(2) Our approach does not account for how frames evolve within communities on social media: frames can change
over time, and without longitudinal analysis, our method may miss these shifts and trends, potentially leading to
a static and incomplete representation of the discourse.

6.2 Future Work

Based on the identified limitations of our current method, future work could focus on addressing these challenges and
expanding the scope of the research. The following areas are proposed for further development:

(1) Expanding frame representation to multi-modal data: research methods for recognizing frames in non-textual
content such as images, audio, and video. This would allow for a more comprehensive analysis of frames across
various media formats, enhancing the method’s applicability in diverse communication settings [77].

(2) Incorporate overlapping community detection algorithms: This approach will enable a more nuanced analysis
of frames within the complex structure of online social networks, allowing for elements to belong to multiple
communities. [80, 99].

(3) Handling ties in frame ranking: Improve the frame identification algorithms to handle ties more effectively
when multiple expressions have the same ranking or probability. This could include implementing a tie-breaking
mechanism or a more nuanced scoring system to better differentiate and prioritize frames [63].

(4) Incorporate contextualized embeddings to overcome the limitations of static word embeddings: this approach
would help in accurately capturing the different senses of polysemous words within frames, thus improving the
precision of meaning determination [4, 56].

(5) Exploring embedding-based topic models as an alternative to traditional topic modeling approaches : these models
can leverage the rich semantic information encoded in embeddings to provide more detailed and contextually
relevant thematic categorization, potentially offering superior performance to traditional frequency-based
approaches [34, 45].

(6) Utilizing modern LLMs to interpret the identified frames via prompting: explore the use of large language models
(LLMs) to better understand and interpret frames. LLMs can provide nuanced insights into the context and
significance of frames, potentially enhancing our method’s analytic capabilities [20]. Additionally, LLMs can offer
judgment and provide tools for manual labeling, thereby improving the accuracy and depth of frame analysis.
[104].

(7) Enhancing the evaluation of our frames: future work will include a comparison with manual frame identification
by experts [67]. This will provide additional validation by benchmarking our method against expert judgments,
thereby ensuring greater relevancy and accuracy.
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