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Abstract

Word embeddings, which are a mapping of words into continuous vectors, are widely
used in modern Natural Language Processing (NLP) systems. However, they are prone to
inherit stereotypical social biases from the corpus on which they are built. The research
community has focused on two main tasks to address this problem: 1) how to measure
these biases, and 2) how to mitigate them.

Word Embedding Fairness Evaluation (WEFE) is an open source library that imple-
ments many fairness metrics and mitigation methods in a unified framework. It also pro-
vides a standard interface for designing new ones.

The software follows the object-oriented paradigm with a strong focus on extensibility.
Each of its methods is appropriately documented, verified and tested. WEFE is not limited
to just a library: it also contains several replications of previous studies as well as tutorials
that serve as educational material for newcomers to the field. It is licensed under BSD-3
and can be easily installed through pip and conda package managers.
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1 Introduction

Word embeddings are a set of techniques for representing words as continuous vectors in a
dense space. These representations are learned from document corpora by exploiting the
contexts in which the words occur (e.g., surrounding words within a fixed-size window).
Consequently, and in accordance with the distributional hypothesis, words that appear in
similar contexts (such as dog and cat) will tend to have similar representations. Embeddings
are commonly built using the methods described in Word2vec (Mikolov et al., 2013), Glove
(Pennington et al., 2014) or Fasttext (Bojanowski et al., 2017) among others. Needless to
say, they have become an essential component of almost all NLP systems.

Several studies have shown that word embeddings can learn and exhibit stereotypical
social biases from the corpus on which they are built (Caliskan et al., 2017; Garg et al.,
2018; Bolukbasi et al., 2016).

An important line of research to address this problem is the development of metrics to
quantify these biases. However, it is difficult to compare these metrics, as both their inputs
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(i.e., the sets of words on which they operate) and their outputs (i.e., the numerical score
they return) are in most cases incompatible. In addition, each metric offers independent
implementations with a different software interface. This makes it difficult to replicate and
compare study results associated with each metric.

Another line of research is the development of debiasing methods that directly manip-
ulate the embedding space to mitigate the underlying bias. These methods suffer from the
same problems as measurement methods: each algorithm requires different inputs, there
is no standardized process for running a debiasing method on a model, and there is no
standard way to compare whether a method was effective or not.

To solve the above problems, we developed WEFE: the Word Embedding Fairness Eval-
uation framework1. WEFE is a Python library focused on standardizing and implementing
bias measurement and mitigation methods for word embeddings. The main goal of the
library is to provide a ready-to-use tool that allows the user to run bias measures and
mitigation methods in a straightforward manner through well-designed and documented
interfaces.

A preliminary version of this software was developed to run experiments in a previous
publication (Badilla et al., 2020). The current version of WEFE has undergone several
updates from that version, including the implementation of a debiasing module with five
debiasing methods and the addition of three new metrics based on user contributions. The
documentation has also been greatly expanded. For a complete overview of the changes
implemented, please refer to the provided link2.

2 The WEFE Library

WEFE implements a number of measurement and bias mitigation methods through its
metrics and debias modules respectively. The library is based on several open source
packages such as numpy, scikit-learn, gensim, pandas and plotly, and is available under
the BSD 3 license.

The package is designed to be highly extensible through its inheritance-based class
design. WEFE has an extensive documentation that is compiled and published online.
The documentation includes several examples, replications of previous work and tutorials
that explain to the community how to develop their own studies and contribute with new
methods.

WEFE has a growing community, and that the time of writing, has been downloaded
more than 42,000 times3, and has received major external contributions, adding additional
bias measurement metrics to those originally published, as well as several usage examples.

2.1 Measurements

WEFE specifies three building blocks to run a bias measurement on embedding models:
queries, embedding models, and metrics. These blocks were originally proposed in (Badilla
et al., 2020) and are encapsulated in classes as explained below:

1. https://wefe.readthedocs.io
2. https://wefe.readthedocs.io/en/latest/benchmark/changes.html
3. https://pepy.tech/project/wefe
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WordEmbeddingModel is a class in charge on containing a word embedding model. It is
based on the BaseKeyedVectors gensim class which, in practical terms, provides compati-
bility with any model loaded with gensim.

The class Query contains the sets of words that are used as inputs for the bias metrics.
A query is composed of two sets of words: target and attribute words.

Target words are a set of words that denote a certain social group according to a given
criterion, which can be any character, trait or origin that distinguishes some groups of
people from others, for example, gender, social class, age or ethnicity. Attribute words are
a set of words that represent some attitude, characteristic, trait, or occupational field that
can be associated with individuals from any social group. An example query focused on
measuring gender bias might consist of two target words for the groups women and men,
and two attribute words related to the sciences and the arts. The number of target sets
and attribute sets required by a metric is called a template and is defined by the variables
(t, a).

Metric classes implement specific bias metrics, each quantifying how strongly a target
group is associated with certain attributes, based on its mathematical formulation. All
metrics must inherit from BaseMetric, define a template specifying the number of target
and attribute words, and implement the run query method, which computes the bias from
a query and a word embedding model. Importantly, the WEFE framework only supports
metrics based on word sets (queries). Therefore, methods that require additional data, such
as raw vector inputs or debiasing procedures, cannot be implemented straightforwardly
within this framework.

In the current state, WEFE implements six metrics: Word Embedding Association
Test (WEAT) (Caliskan et al., 2017), Relative Norm Distance (RND) (Garg et al., 2018),
Relative Negative Sentiment Bias (RNSB) (Sweeney and Najafian, 2019), Mean Average
Cosine (MAC) (Manzini et al., 2019), Embedding Coherence Test (ECT) (Dev and Phillips,
2019), and Relational Inner Product Association Test (RIPA) (Dev and Phillips, 2019).

2.2 Mitigation

WEFE standardizes all mitigation methods through an interface inherited from scikit-learn
basic data transformations: the fit-transform interface. The first step fit, consists in
learning the corresponding mitigation transformation which in some cases corresponds to
a matrix projection of the embedding space. This method is quite flexible: it can accept
multiple sets of words and other parameters.

The transform method applies the transformation learned in the previous step to words
residing in the original embedding space. The method is rigid and only accepts lists of words
that should be mitigated (target) or words that should be omitted (ignore).

Each class implementing a bias mitigation method must extend the BaseDebias class.
Consequently, they must implement the corresponding fit and transform methods.

WEFE implements five bias mitigation techniques: Hard Debias (Bolukbasi et al., 2016),
Multiclass Hard Debias (Manzini et al., 2019), Double Hard Debias (Wang et al., 2020), Re-
pulsion Attraction Neutralization (Kumar et al., 2020b) and Half Sibling Regression (Yang
and Feng, 2020).
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3 Benchmark

To the best of our knowledge, there are only three other libraries besides WEFE that im-
plement bias measurement and mitigation methods for word embeddings: Fair Embedding
Engine (Kumar et al., 2020a), ResponsiblyAI (Hod, 2018) and Embedding Bias Score4.

As part of our evaluation, we benchmarked WEFE against these libraries using key
criteria such as installation ease, source code quality, documentation, model loading, ease
of running bias measurements and bias mitigation. The comprehensive benchmark results
can be accessed via the provided link5, and a summary of the main findings is presented in
Table 1.

WEFE FEE Responsibly EmbeddingBiasScores

Implemented metrics 7 5 3 6
Implemented mitigation Algorithms 5 3 1 0
Well-defined interface for metrics ✓ × × ✓
Well-defined interface for mitigation algorithms ✓ × × ×

Table 1: Comparative table

The key findings of our benchmark study, reveal that, in general, the aforementioned
software tools present similar approaches for mitigating and measuring bias. However,
WEFE outperforms the other three libraries by offering a wider selection of debiasing algo-
rithms. Notably, WEFE distinguishes itself by providing a unifying perspective of the field
through the implementation of standardization mechanisms and empowering users with the
ability to customize the bias criteria. This standardization, however, limits WEFE to met-
rics based solely on query inputs, excluding those that rely on vector space operations or
the application of external debiasing methods. In addition, also WEFE stands out for its
comprehensive documentation, user examples, and ease of installation.

4 Conclusion and Future Work

We have presented WEFE, a tool for measuring and mitigating bias in word embeddings.
The main contribution of the tool is a standardized view of the field that allows easy
comparison of both bias measurements and mitigation techniques. It also provides ample
material for reproducing existing work and conducting new experiments. We hope that
WEFE will help raise awareness of the importance of considering bias and fairness in NLP
and help design fairer systems in the future. For future work, we will extend the tool to
operate with contextualized embeddings such as those proposed by Kurita et al. (2019) and
Zhao et al. (2019).
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4. https://github.com/FEE-Fair-Embedding-Engine/FEE
5. https://wefe.readthedocs.io/en/latest/benchmark/benchmark.html
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