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Abstract 

Background Clinical decision‑making in healthcare often relies on unstructured text data, which can be challenging 
to analyze using traditional methods. Natural Language Processing (NLP) has emerged as a promising solution, but its 
application in clinical settings is hindered by restricted data availability and the need for domain‑specific knowledge.

Methods We conducted an experimental analysis to evaluate the performance of various NLP modeling paradigms 
on multiple clinical NLP tasks in Spanish. These tasks included referral prioritization and referral specialty classification. 
We simulated three clinical settings with varying levels of data availability and evaluated the performance of four 
foundation models.

Results Clinical‑specific pre‑trained language models (PLMs) achieved the highest performance across tasks. 
For referral prioritization, Clinical PLMs attained an 88.85 % macro F1 score when fine‑tuned. In referral specialty 
classification, the same models achieved a 53.79 % macro F1 score, surpassing domain‑agnostic models. Continuing 
pre‑training with environment‑specific data improved model performance, but the gains were marginal compared 
to the computational resources required. Few‑shot learning with large language models (LLMs) demonstrated lower 
performance but showed potential in data‑scarce scenarios.

Conclusions Our study provides evidence‑based recommendations for clinical NLP practitioners on selecting mod‑
eling paradigms based on data availability. We highlight the importance of considering data availability, task complex‑
ity, and institutional maturity when designing and training clinical NLP models. Our findings can inform the develop‑
ment of effective clinical NLP solutions in real‑world settings.
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Introduction
Clinical narratives provide a unique window into a 
patient’s medical history and progression, and to use 
these health-related documents in clinical decision sup-
port systems, it is necessary to machine-understand text. 
The area of artificial intelligence devoted to the interac-
tion between humans and machines through language 
is called Natural Language Processing (NLP) [1]. Clas-
sical tasks in clinical NLP are text classification, entity 
recognition, summarization, and question answering, 
to mention some [2]. However, working in a specific 
domain such as medicine poses unique challenges due 
to its particular jargon, annotation requirements, source 
variability, and limited data availability [3]. In fact, access 
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to clinical text data is typically highly restricted due to 
consent requirements, patient privacy concerns, secure 
access, and sanitization processes [4]. Computational 
techniques like cryptography and anonymization can 
help preserve secure access and privacy. Legal processes, 
such as ethical committees, are also necessary to ensure 
lawful informed consent.

In addition to the inherent challenges of clinical NLP, 
disparities in language representation further exacer-
bate data scarcity issues for underrepresented languages. 
Many low-resource languages are underrepresented in 
pre-trained multilingual models, which limits the devel-
opment of robust NLP tools [5]. Similar challenges affect 
the English language. In the UK, barriers such as the 
limited availability of labeled datasets and legal restric-
tions on data sharing hinder clinical NLP progress [6]. 
Likewise, German clinical NLP faces obstacles due to the 
scarcity of publicly available datasets, privacy concerns, 
and the difficulties associated with working with de-iden-
tified data [7]. These challenges underline the global need 
for public datasets, data-sharing protocols, and domain 
adaptation strategies to overcome data scarcity and 
advance clinical NLP across languages and domains.

In terms of NLP techniques, the paradigm used to be 
the use of recurrent neural networks (RNNs), which pre-
served the sequence nature of language in the represen-
tation of meaning [8, 9]. One drawback of RNNs is their 
limited parallelizability, resulting in prolonged training 
times. Furthermore, as the sequence lengths grow, there 
is a tendency for information gathered at distant time 
steps to vanish due to inherent memory limitations. 
Nowadays, the emergence of the Transformer architec-
ture completely ditches the recurrence of the architecture 
but also preserves word order by learning dependences 
without regard to their distance in the sentences [10]. 
With its attention mechanism, this architecture reaches 
state-of-the-art in multiple NLP tasks such as text classi-
fication [11], sentiment analysis [11], dependency parsing 
[12], machine translation [13], and named entity recogni-
tion [14]. In the following paragraphs, we introduce the 
fundamental concepts needed to understand the experi-
ments presented in this paper.

Pretrained language models (PLMs) PLMs are language 
models (LMs) that were trained using self-supervised 
techniques over large corpora of unannotated text to 
transfer learning from the knowledge gathered in the pre-
training to downstream task-specific models [15]. Early 
methods for PLMs consisted of static word embeddings, 
which were distributed word representations learned 
using algorithms such as Word2Vec [16] or GloVe [17], 
and these embeddings were standard initialization 
parameters for deep learning architectures to solve NLP 

tasks. There has been a shift towards dynamic or context-
aware word embeddings, which solves the problem of 
static word embeddings that do not consider word poly-
semy. These context-aware word embeddings were ini-
tially composed using RNNs [18] such as in ELMo [19], 
but currently, they are based on the Transformer archi-
tecture and use web-scale unannotated text to be trained. 
The de facto standard for pre-trained Transformer-based 
context-aware models is BERT [20] and BERT-alike mod-
els such as RoBERTa [21] and DeBERTa [21]. This lan-
guage model learns bidirectional contexts, conditioning 
on both left and right contexts in deep stacked layers. 
Using BERT as a base architecture, domain-specific mod-
els have arisen, such as PubMedBERT [22], a PLM for the 
biomedical domain in English, and Spanish biomedical 
and clinical RoBERTa [23], a RoBERTa-based PLM for 
the clinical domain in Spanish.

Large language models (LLMs) LLMs are PLMs with 
a significantly larger model size scale [24]. For example, 
the PLM BERT has 0.3× 10

9 parameters while the LLM 
GPT-3 has 175× 10

9 parameters [25]. It has been found 
that scaling PLMs improves the performance of the mod-
els on downstream tasks [26]. Although this is true, other 
surprising and more important behaviors in solving com-
plex tasks appear at LLM scales, called emergent abili-
ties. Emergent abilities are aptitudes not present in small 
models but arise in LLMs [27] and include in-context 
learning, where a model can generate expected outputs 
to natural language instructions without additional train-
ing, instruction following, where a model fine-tuned using 
natural language instructions performs well on unseen 
tasks that are also described in the form of instructions 
and step-by-step reasoning, where a model can solve com-
plex problems by instructing the model involving inter-
mediate reasoning steps for deriving the final answer. 
GPT-3, a closed-source privative LLM, formally intro-
duced the concept of in-context learning, and from there, 
subsequent models have appeared, such as open-source 
models Galactica [28], a 120× 10

9 parameters model 
and LLaMA 3.1 [29], a 405× 10

9 parameters model. It 
is worth noting that ChatGPT, a significant milestone 
among LLMs, differs from general pretrained or foun-
dation models such as GPT-3 by virtue of its instruc-
tion-tuned architecture, refined through Reinforcement 
Learning with Human Feedback (RLHF) [30]. Although 
ChatGPT remains a closed-source, proprietary assistant-
style LLM, its superior conversational abilities have led 
to widespread use among the general public, illustrating 
how instruction tuning can substantially enhance usabil-
ity and performance in real-world scenarios.
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Fine-tune and predict paradigm of PLMs The primary 
adaptation method for adjusting PLM to downstream 
tasks is fine-tuning, where a task-specific layer is concat-
enated to the output of the PLM [31]. This method was 
proposed in the Universal Language Model Fine-Tuning 
(ULMFiT) framework as a transfer learning technique 
for domain-specific NLP, achieving state-of-the-art per-
formances in multiple NLP tasks [32]. Even though the 
fine-tuning paradigm has been well described for adapt-
ing PLMs, LLMs have significantly higher computational 
complexity due to their unprecedented scale. For this 
reason, some special techniques have been developed, 
such as Parameter-Efficient Fine-Tuning (PEFT), where a 
small set of parameters are trained to enable a model to 
perform the new task [33], showing improvements over 
in-context learning [34] .

Pre-train, prompt and predict paradigm of LLMs The 
principal approach for interfacing with LLMs is through 
prompting, which are instructions in natural language 
issued to LLMs to adapt them to new scenarios with few 
or no labeled data [24] by exploiting the emergent abil-
ity of in-context learning. This new NLP paradigm cre-
ated a new field of prompt engineering, where prompt-
ing templates are created to achieve the most effective 
performance on downstream tasks [35]. There is mixed 
evidence comparing fine-tuning vs. in-context learning, 
whereas in some tasks such as in biomedical informa-
tion extraction [36] or out-of-domain generalization [37], 
fine-tuning outperforms in-context learning; in other 
tasks, such as code intelligence [38], in-context learning 
outperforms fine-tuning.

Domain adaptation It is well-established that using 
closer-to-the-domain LMs for fine-tuning downstream 
tasks significantly improves model performance [22, 23, 
39]. One of the most widely used paradigms in NLP is 
the fine-tuning of PLMs, though this framework offers 
multiple approaches for optimization. The first approach 
involves using an existing PLM and either directly fine-
tuning it for the downstream task or further pre-training 
it on domain-specific unlabeled data before fine-tuning. 
Alternatively, a second approach involves pretraining a 
language model entirely from scratch using domain-spe-
cific unlabeled data, followed by fine-tuning it with task-
labeled data, mirroring the process of the first approach. 
While the second approach may be useful when no pre-
trained models exist, it is far less common due to the sub-
stantial data and computational requirements for both 
pre-training and fine-tuning.

Some paradigms described above require at least some 
task-labeled data, but there are some settings where no 

data is available; for these cases, the prompt and predict 
paradigm is valid, where an instruction-tuned causal 
LLM is prompted in natural language to act as an NLP-
based model with few or zero examples given [35], 
exploiting its in-context learning ability. This framework 
is also an option to consider when building NLP-based 
models.

Data access can be limited in clinical environments due 
to privacy concerns or interoperability issues, resulting in 
varying data availability settings. On one hand, some set-
tings offer abundant task-labeled and unannotated data, 
enabling the application of all NLP modeling paradigms. 
On the other end, data access may be incomplete or 
entirely restricted, forcing the use of specific paradigms 
tailored to these constraints. Figure 1 provides a compre-
hensive overview of these data availability settings, their 
compatibility with the described NLP modeling para-
digms, and recommendations we validated in this paper.

Problem A situation arises when there is an asymmetry 
in data availability, or no data is available. In some cases, 
there is only task-labeled data, only domain-specific 
unlabeled data, or no data is available at all. Even though 
multiple paradigms exist for NLP modeling in clinical 
environments, the compatibility between data availability 
and the NLP modeling paradigm regarding gains in per-
formance still needs to be explored.

Solution We conducted an experimental analysis to 
evaluate the performance of addressing clinical NLP 
tasks in Spanish using various combinations of data avail-
ability and NLP modeling paradigms. We also formulated 
empirical recommendations for clinical NLP modeling 
based on data availability.

Methods
We intentionally limited data access to evaluate its 
impact on the performance of multiple clinical NLP 
modeling paradigms and foundation models. Each 
restricted setting was based on a real-world simulated 
clinical environment.

Simulated settings
To mimic clinical settings regarding data availability, we 
simulated multiple settings with varying levels of data 
availability. We divided the data into two categories: 
task-specific labeled data, which can be used to fine-tune 
models and environment-specific unlabeled data, which 
can be used to continue the pre-training of the founda-
tion models. The overall environment we are located in is 
a Chilean public health institution analyzing waiting list 
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data, where the explanation of why the patient is waiting 
is in the form of free text, and from that dataset, multiple 
tasks need to be solved [40]. Multiple reasons can restrict 
data availability; for example, data availability for model 
training can be restricted due to legal and privacy rea-
sons or because the task trying to be solved still does not 
have sufficient examples due to its recent appearance.

Unannotated data The unlabeled data we used to 
continue the pre-training of the foundation models was 
the complete set of reasons for referral contained in the 
Chilean waiting list and is comprised of 3,365,476 docu-
ments, totalling 65,891,568 tokens with a vocabulary size 
of 513,315 types.

Complete data availability
In this data availability setting, unlabeled unstructured 
free-text data to continue the pre-training and task-spe-
cific labeled data are also available to fine-tune founda-
tion models. This setting can be seen at a large healthcare 
provider or at a country-level public health institution 
such as a ministry of health, where data policies are well 
established, and patients must consent that their data can 
be used to tune machine learning models.

Incomplete data availability
In this data availability setting, only task-specific labeled 
data is available to fine-tune foundation models. The lack 
of unlabeled unstructured free-text data to continue the 
pre-training may be attributed to the fact that the pro-
vided is only acquiring data for the specific task and does 
not have access to close-to-the-environment unlabeled 
text data or according to data policies, the provider can-
not merge patient data from a different source, other than 
the source of the task data. This setting can be seen at a 
medium-sized healthcare provider where the data ware-
housing methods are not implemented or the provider 
only has access to specific and segmented data sources 
due to the lack of interoperability.

No data availability
In this data availability setting, there is no unlabeled 
unstructured free-text data to continue the pre-training 
nor task-specific labeled data to fine-tune foundation 
models. The absence of data can be attributed to the lack 
of access to the electronic health record (EHR) database 
or policies that forbid patient data usage to tune machine 
learning models. This setting can be seen in a health-
care provider using an external EHR service that forbids 
access to the underlying database, or the provider wants 
to solve a new task where data is not yet available.

Fig. 1 An overview of the compatibilities between available data, settings, NLP paradigms, and recommendations derived from this study. 
The figure illustrates the flow from data availability (blue boxes) to settings (orange boxes), paradigms (green boxes), and corresponding 
recommendations (gray boxes). Solid arrows indicate the recommended path for each scenario, while dashed arrows represent alternate tested 
approaches. For example, the “Continue pre‑training, fine‑tune and predict” paradigm is best suited for complete data availability, while “Prompt 
and predict” is recommended in scenarios with no data availability
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Clinical NLP tasks
To measure the impact of data availability on the perfor-
mance of clinical NLP modeling, we used multiple clini-
cal NLP tasks, where each is under the same environment 
of the analysis of unstructured waiting list data.

Referral prioritization
Different methods exist to prioritize patient selection 
to process the waiting list more fairly, and we modeled 
the patient prioritization through the classification of 
each referral regarding its state according to the Chilean 
Explicit Health Guarantees law (GES in Spanish), which 
states that specific health problems must be guaranteed 
to be resolved within a particular time frame. This task 
requires a binary classification modeling technique. The 
dataset [41] contains 1,701,582 examples in the train-
ing subset, 485,649 in the test subset and 242,746 in the 
validation subset. The baseline performance of this task 
reported by [41] is a macro F1 score of 80 %. The dataset is 
available at https:// huggi ngface. co/ datas ets/ fvill ena/ ges.

Referral speciality classification
Each referral contained on the waiting list corresponds to 
a specific medical speciality. This task involves the pre-
diction of the corresponding medical speciality given the 
free-text description of the reason for referral contained 
on the waiting list record. This task requires a multilabel 
modeling technique with a label space size of 48 classes. 
The dataset contains 3,401,173 examples in the train-
ing subset, 971,764 in the test subset and 485,882 in the 
validation subset. The dataset is available at https:// huggi 
ngface. co/ datas ets/ fvill ena/ spani sh_ diagn ostics.

Named entity recognition
Clinical named entity recognition is a subtype of named 
entity recognition in which entities of clinical interest 
are extracted from unstructured free-text sources. This 
dataset [40, 42] is annotated with eleven different clini-
cal entity classes and was modeled as a token classifica-
tion problem, where each of the tokens of the referrals is 
classified into one of the eleven clinical entity classes. The 
dataset contains 7987 documents in the training subset, 
987 in the test subset and 887 in the validation subset. 
The baseline performance of this task reported by [42] 
is a micro F1 score of 80 %. The dataset is available at 
https:// huggi ngface. co/ datas ets/ plncmm/ wl.

Foundation models
We used multiple foundation models as a basis to solve 
the clinical NLP tasks. The attributes used to select the 
foundation models were the language, domain and mod-
eling technique.

We selected a diverse set of models reflecting increas-
ing levels of domain adaptation: starting with a mul-
tilingual model not specifically trained for Spanish, 
progressing to a model exclusively trained on Spanish 
clinical text. For the prompt-and-predict paradigm, we 
chose a widely used open-weight model to prioritize 
accessibility and ensure ease of reproducibility in our 
experiments.

XLM‑RoBERTa
A multilingual version of XLM-RoBERTa masked lan-
guage model, pre-trained using a self-supervised tech-
nique on a corpus of 2.5 TB of filtered CommonCrawl raw 
text data containing one hundred languages [43]. This 
model is the broadest of all of our selected foundation 
LMs. This model should be viewed as a baseline where 
no model is available for the language or the domain. We 
used the base version of 125× 10

6 parameters.

Spanish RoBERTa
A Spanish language version of RoBERTa masked lan-
guage model, pre-trained on a corpus of 570 GB of clean 
and deduplicated text, compiled from the web crawl-
ings performed by the National Library of Spain (Bibli-
oteca Nacional de España) from 2009 to 2019 [44]. This 
model is only compatible with the language in which the 
clinical NLP tasks are and is a type of model (regarding 
language) that should be used when no domain-specific 
model is available. We used the base version of 125× 10

6 
parameters.

Spanish biomedical and clinical RoBERTa
A Spanish language biomedical and clinical version of 
RoBERTa masked language model, pre-trained on a cor-
pus of several biomedical corpora in Spanish, collected 
from publicly available corpora and crawlers, and a real-
world clinical corpus. The entire corpus was comprised of 
more than 1B tokens, the largest clinical corpus in Span-
ish [23]. This model is the closest to the domain model 
we used to solve the tasks, compatible with both lan-
guage and domain; this should be the best-suited model 
to solve a domain-specific task. We used the base version 
of 125× 10

6 parameters.

Llama
Llama is a causal auto-regressive language model that 
uses an optimized transformer architecture trained on 
a corpus of publicly available online data comprised of 
two trillion tokens [45, 46]. This model is the largest we 
tested but is not domain-adapted in any way, and this 
is the model we used for in-context learning predic-
tion. Although proprietary LLMs may achieve slightly 
better performance, the differences are not substantial. 

https://huggingface.co/datasets/fvillena/ges
https://huggingface.co/datasets/fvillena/spanish_diagnostics
https://huggingface.co/datasets/fvillena/spanish_diagnostics
https://huggingface.co/datasets/plncmm/wl
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Therefore, we chose to use open-weight models to prior-
itize reproducibility and ensure that our experiments can 
be easily replicated and extended by the research com-
munity. We used the Llama 2 & 3 full-precision Instruct 
version of 70× 10

9 parameters.

Modeling paradigms
We utilized various NLP modeling paradigms to tackle 
each clinical NLP task, experimenting with multiple 
paradigms for some foundational models based on their 
compatibility. Also, we note the compatibility of each 
paradigm with each data availability setting.

Continue pre‑training, fine‑tune and predict
This modeling paradigm is the most data-intensive, 
where we start with an already pre-trained LM check-
point and continue the pre-training for five epochs 
with the closer-to-the-environment unannotated data 
described in “Simulated settings”. Then, with the now 
environment-adapted LM, we perform a fine-tuning for 
five epochs to solve each clinical NLP task. We continued 
the pre-training of all the masked LMs (XLM-RoBERTa, 
Spanish RoBERTa and Spanish biomedical and clinical 
RoBERTa) with no modification to the original vocabu-
lary and using model-default hyperparameters using 
HugginFace’s transformers library [47]. This para-
digm is compatible only with the Complete data avail-
ability setting. While it might seem that having access to 
task-labeled data (as in the Incomplete data availability 
setting) implicitly provides access to textual data for con-
tinued pretraining, the dataset size in such scenarios is 
often too small to yield significant performance improve-
ments through pretraining.

Fine‑tune and predict
In this paradigm, we started with each of the off-the-
shelf masked foundation models (XLM-RoBERTa, 
Spanish RoBERTa and Spanish biomedical and clinical 
RoBERTa) and performed fine-tuning for each of the 
clinical NLP tasks. We used HuggingFace’s AutoMod-
elForSequenceClassification class for the text-
classification tasks, and for the NER task, we used the 
AutoModelForTokenClassification class. We 
fine-tuned each task using the default model hyperpa-
rameters and trained for five epochs using HugginFace’s 
transformers library [47]. This paradigm is compat-
ible with both complete and incomplete data availability 
settings.

Prompt and predict
In this paradigm, we exploited LLMs’ in-context learning 
emergent ability through zero-shot and few-shot tech-
niques. We prompted the LLMs Llama 2 and 3 to solve 

each task and parsed its answer accordingly. For the few-
shot technique, we randomly sampled five examples of 
the training subset of each clinical NLP task. This task is 
compatible with complete, incomplete and no data avail-
ability settings. The prompt templates used to solve each 
task are available in the Appendix.

Increasing training data size and its impact on model 
performance
To better understand the direct impact of the number of 
training examples, we performed a test in which we trun-
cated the training subset in increasing steps and meas-
ured the performance of the fine-tuned model on the 
complete test subset. We applied this experiment to all 
settings and masked LMs.

Results
The results for each modeling paradigm solving each 
clinical NLP task are presented in Table  1. For a more 
detailed analysis, an extended table presenting additional 
performance metrics is provided in the Appendix. Addi-
tionally, Table 2 presents the training times for each mod-
eling paradigm to offer insights into the computational 
costs associated with the approaches. The model perfor-
mances by increasing training data size are presented in 
Fig.  2 and our modeling recommendations are available 
at the end of this section and an algorithm for selecting 
the best paradigm is in Fig. 3.

Clinical PLMs are the best baselines
We tested three encoder models and fine-tuned them 
to solve each clinical task. Specifically, we tested a mul-
tilingual PLM that included Spanish texts in its training 
data [43], a Spanish-specific PLM trained primarily on 
non-clinical texts [44], and a specialized PLM trained 
exclusively on clinical texts in Spanish [23]. Additionally, 
we used prompting with a multilingual large language 
model (LLM) to tackle the tasks. Our results showed that 
the PLM trained solely on clinical texts in Spanish out-
performed the others, achieving top scores in two out of 
three clinical tasks, as shown in the row roberta-bio-
medical-clinical of Table 1.

Continual pre‑training on local clinical data improves 
performance
We further pre-trained all three PLMs on our unlabeled 
clinical text dataset, which serves as a common founda-
tion for all three tasks. This approach simulates a real-
world scenario where a healthcare provider needs to 
tackle multiple tasks while having access to a large corpus 
of unlabeled text data from various sources. By leverag-
ing this auxiliary data, we observed improvements in the 
performance of all three models across the three clinical 
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Table 1 Results (macro F1  scorea ) for each clinical NLP task and each modeling paradigm

a Macro F1 score is the unweighted average of the F1 scores calculated for each class, treating all classes equally regardless of their frequency

Model & paradigm Prioritization Specialty NER

xlm‑roberta
    Fine‑tune & predict 88.85 % 51.71 % 11.09 %

    Cont. pre‑train., fine‑tune & pred. 89.03 % (+0.18) 52.36 % (+0.65) 13.85 % (+2.76)

roberta‑bne
    Fine‑tune & predict 88.58 % 52.50 % 22.59 %

    Cont. pre‑train., fine‑tune & pred. 88.80 % (+0.22) 51.65 % (−0.85) 23.29 % (+0.70)

roberta‑biomedical‑clinical
    Fine‑tune & predict 88.80 % 53.79 % 34.46 %

    Cont. pre‑train., fine‑tune & pred. 88.85 % (+0.05) 53.85 % (+0.06) 37.25 % (+2.79)

Llama 2
    Prompt & predict (Zero‑shot) 6.49 % 31.41 % 5.31 %

    Prompt & predict (Few‑shot) 56.70 % (+50.21) 31.91 % (+0.50) 15.44 % (+10.13)

Llama 3
    Prompt & predict (Zero‑shot) 36.87 % 38.49 % 17.59 %

    Prompt & predict (Few‑shot) 47.64 % (+10.77) 48.50 % (+10.01) 23.14 % (+5.55)

Table 2 Training times (in hours) for each clinical NLP task and modeling paradigm. Values in parentheses indicate how many times 
longer the “Continue pre‑training, fine‑tune & predict” paradigm takes compared to the “Fine‑tune & predict” paradigm. All training 
times were measured using a single NVIDIA RTX 4090 GPU. It is important to note that the reported times for the “Continue pre‑
training, fine‑tune & predict” paradigm include the continuation of pre‑training, which needs to be performed only once and can then 
be reused for multiple tasks

Model & paradigm Prioritization Specialty NER

xlm‑roberta
    Fine‑tune & predict 3.81 9.39 0.09

    Cont. pre‑train., fine‑tune & pred. 13.56 (3.6x) 19.14 (2.0x) 9.84 (109.3x)

roberta‑bne
    Fine‑tune & predict 4.13 9.46 0.11

    Cont. pre‑train., fine‑tune & pred. 13.88 (3.4x) 19.21 (2.0x) 9.86 (89.6x)

roberta‑biomedical‑clinical
    Fine‑tune & predict 4.02 9.68 0.10

    Cont. pre‑train., fine‑tune & pred. 13.77 (3.4x) 19.43 (2.0x) 9.85 (98.5x)

Fig. 2 Performance of the models in the downstream tasks by increasing the training data size
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tasks, demonstrating the effectiveness of unsupervised 
pre-training for enhancing model adaptability and task-
specific performance, as shown on the values inside 
parentheses on the three first rows of Table 1. Continu-
ing the pre-training process added an extra 9.75 hours 
of GPU time to each model’s fine-tuning, as detailed in 
Table 2.

Prompt and predict paradigm is not ready for solving 
clinical tasks, even with few‑shot learning
In addition to fine-tuning a PLM on training data for 
each clinical task, we explored the prompt and predict 
paradigm as an alternative approach. This involved 
providing natural language instructions to an LLM 
and prompting it to generate answers for each task. 
Although this paradigm offers a promising framework 
for tackling complex tasks with little to no data, our 
results showed that its performance fell short of achiev-
ing top results in any clinical tasks we evaluated. We 
also used few-shot which improves the performance. 
These results are shown in the two last rows of Table 1.

The more training data you have, the better
To investigate the impact of training data quantity on 
fine-tuned model performance, we conducted an exper-
iment where we trained multiple task-specific mod-
els using incremental subsets of training data ranging 
from small to large dataset proportions. Our analysis 
revealed a positive correlation between the proportion 
of training data used and the resulting model perfor-
mance, indicating that increasing the amount of train-
ing data leads to improved performance, as shown in 
Fig. 2.

Our recommendations
Based on the insights gained from our comprehensive 
experiments, we distill a set of evidence-based recom-
mendations for clinical NLP practitioners tailored to 

address the varying levels of data availability commonly 
encountered in real-world clinical settings. These rec-
ommendations aim to guide practitioners on effectively 
leveraging clinical NLP technologies in diverse envi-
ronments, from those with abundant data resources to 
those with limited or no labeled data. We also propose 
a simple algorithm for selecting the best paradigm, 
shown in Fig. 3. 

Model selection When selecting foundation models, pri-
oritize those that align closely with the target domain. 
Our results emphasize the significance of domain 
specificity in achieving optimal performance.

Data utilization In settings with ample access to task-
specific labeled data and unlabeled domain-specific 
text, the pre-train, fine-tune and predict paradigm 
should be considered. However, given the resource-
intensive nature of this approach, practitioners may 
opt for the fine-tune and predict paradigm, especially 
when computational resources are constrained.

If no data is available Only in scenarios with no 
access to labeled data, the prompt and predict par-
adigm, particularly with few-shot learning, emerges 
as a practical and effective solution. This approach 
allows models to leverage general knowledge and 
adapt to new tasks with minimal labeled examples.

Consideration of task complexity Recognize the inher-
ent complexity of the clinical NLP task at hand. Tasks 
with lower complexity may achieve near-optimal per-
formance even with minimal access to training data, 
highlighting the importance of task-specific consid-
erations.

Continuous investigation Clinical NLP is dynamic, and 
advancements in pre-trained foundation LMs and 
novel paradigms are frequent. Continuously explor-
ing emerging techniques and adapting to the evolving 
landscape is essential for staying at the forefront of 
effective healthcare information extraction.

Fig. 3 Algorithm for selecting the best modeling paradigm based on data availability
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To support the recommendations, real-world examples 
demonstrate how each modeling paradigm can be effec-
tively applied in clinical NLP. When large-scale domain-
specific text is available, continuing pretraining before 
fine-tuning enhances model adaptability and improves 
performance on specialized tasks, as shown in prior work 
on named entity recognition in Spanish clinical referrals 
[48]. In scenarios where only task-specific labeled data is 
present, fine-tuning pre-trained models remains an effec-
tive and computationally efficient strategy for improving 
accuracy in tasks such as named entity recognition and 
classification, as demonstrated in studies on privacy-pre-
serving occupational health corpora [49]. Finally, in low-
resource settings where access to labeled data is limited 
or unavailable, prompt-based approaches provide a viable 
alternative by leveraging pretrained language models to 
extract relevant clinical information with minimal super-
vision, as seen in recent evaluations of few-shot learning 
for clinical information extraction [50]. These examples 
illustrate how aligning modeling choices with data avail-
ability constraints can lead to more effective clinical NLP 
implementations.

Discussion
Our experiments confirm that clinical-specific PLMs 
achieve the highest performance on the clinical NLP 
tasks we evaluated, aligning with previous studies in Eng-
lish [51], Spanish [44], German [52], and Portuguese [53], 
which demonstrate the superiority of domain-specific 
PLMs over general-purpose models. Additional multilin-
gual studies reinforce this, such as Gaschi et al. [54], who 
showed cross-lingual transfer and translation approaches 
can achieve strong NER results in French and German 
using multilingual and domain-specific models. Together, 
these studies underscore the importance of domain-spe-
cific adaptation for advancing clinical NLP in diverse lan-
guages, supporting our findings.

While LLMs have made progress in the clinical domain 
[55], there is still a notable gap in the availability of clini-
cal-specific LLMs for languages other than English. Con-
sidering data availability, clinical-specific PLMs can be 
employed with pre-train, fine-tune, and predict and fine-
tune and predict paradigms. However, we recommend 
using the latter, as it balances computational intensity and 
performance, whereas the former requires substantially 
more computational resources without yielding significant 
performance improvements. Furthermore, the pre-train, 
fine-tune and predict paradigm is less practical for real-
world applications due to its high resource demands, mak-
ing it a more viable option for most clinical NLP use cases.

Our experiments revealed that the pre-train, fine-
tune, and predict paradigm yields the best performance 
when tackling clinical NLP tasks, as other authors have 

previously suggested [56, 57]. As expected, we found that 
pre-training a model on unlabeled free-text data from 
the local environment, starting from a clinical-specific 
checkpoint and then fine-tuning to solve the tasks, con-
sistently achieved superior performance. Continuing 
pre-training with unlabeled close-to-the-domain data 
consistently enhanced model performance, suggesting a 
reliable approach for incremental improvement. How-
ever, despite its superior performance, engineers should 
be aware that this paradigm comes at a substantial com-
putational cost, requiring significant energy consump-
tion and computational resources, as shown in Table  2. 
For instance, the continuation of pre-training increased 
training times for each model by multiple times com-
pared to the fine-tune and predict paradigm alone. These 
extended training times highlight the need to carefully 
evaluate the trade-offs between performance gains and 
computational demands, particularly in environments 
with limited resources or energy constraints. As such, 
engineers must carefully weigh the benefits of this par-
adigm against its costs, particularly in environments 
where computational resources are limited or energy 
efficiency is a concern. Ultimately, this approach may be 
most suitable for applications where high-stakes deci-
sion-making necessitates optimal performance but may 
not be the most practical choice for resource-constrained 
environments or cases where performance improve-
ments are not critical.

Despite the notable success of LLMs in medical bench-
marks [58], we were surprised to find that their perfor-
mance on our clinical tasks was suboptimal, particularly 
in few-shot settings. While few-shot learning offers 
potential in data-scarce scenarios, as highlighted by Ge 
et  al. [59], progress in biomedical NLP has been lim-
ited, with few-shot methods consistently underperform-
ing relative to other approaches. Similarly, Moradi et al. 
[60] found that GPT-3, despite its near state-of-the-art 
performance in open-domain few-shot tasks, performed 
poorly in biomedical NLP compared to fine-tuned mod-
els, which benefits from domain-specific pretraining. We 
found that LLMs in few-shot scenarios were unable to 
compete with fine-tuned PLMs for our clinical tasks. This 
disparity further reinforces the need for advancements 
in few-shot learning methods that better align with the 
complexities and data limitations of clinical domain.

To improve performance with the prompt and pre-
dict paradigm, one approach could be utilizing clinical-
specific LLMs, such as MEDITRON [55] or BioMistral 
[61]. However, these models are currently only available 
for the English language. Alternatively, fine-tuning the 
model on local data using adapters like LoRA, which 
have shown promise in English-language clinical applica-
tions [62], may offer a viable solution.
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Another promising strategy is leveraging agentic sys-
tems, which integrate one or more LLMs with access to 
external tools such as a programming language inter-
preter or web search to enhance task performance [63]. 
These LLM-based agents can function as intelligent enti-
ties, interacting dynamically with other agents or tools, 
processing complex workflows, and addressing chal-
lenges in specific clinical contexts. For example, Li et al.
[64] proposed a multi-agent system that mimics real-
world ICD coding workflows, integrating distinct roles 
(e.g., physician, coder, reviewer) and leveraging LLMs 
to outperform traditional prompting techniques in both 
common and rare code accuracy.

We empirically validated the positive correlation 
between training data size and model performance, con-
firming that increasing the amount of training data can 
lead to better performance, as shown in Fig. 2. Notably, 
our results showed that the models’ performance did 
not continue to improve indefinitely but instead reached 
a saturation point even before all available training data 
was utilized. This phenomenon was most pronounced in 
the prioritization clinical NLP task, where even a mini-
mal amount of training data was sufficient to achieve 
near-optimal performance, suggesting that this task 
has relatively low complexity. In contrast, the Specialty 
prediction task exhibited a more complex relationship 
between training data availability and performance, with 
a nearly linear correlation indicating that access to suffi-
cient training data is critical for achieving high accuracy 
on this task. Our findings highlight the importance of 
considering the specific data requirements for each task 
when designing and training clinical NLP models.

To effectively implement the clinical NLP paradigms 
presented in this work, healthcare institutions must pos-
sess a certain level of organizational maturity across mul-
tiple domains. The Panamerican Health Organization’s 
Maturity Model for Information Systems for Health (MM 
IS4H) provides a comprehensive framework for assess-
ing an organization’s maturity in key areas, including data 
management, IT infrastructure, governance, knowledge 
management, and innovation [65]. This model is valuable 
for evaluating an institution’s readiness to develop and 
deploy NLP-based systems. Specifically, the MM IS4H 
maturity levels directly impact an institution’s ability to 
develop and implement NLP models. At levels 1 and 2, 
limitations in IT infrastructure, data standardization, 
and human resources hinder the development of NLP 
models. In contrast, institutions at level 3 have basic data 
analysis capabilities and access to core data sets, enabling 
the training of basic NLP models that can extract insights 
from structured sources. In contrast, institutions at lev-
els 4 and 5 have formal data governance mechanisms, 

adequate human resources with the necessary skills, and 
the capacity to train advanced NLP models to extract val-
uable information from unstructured text sources.

As highlighted in this work, data availability signifi-
cantly influences the selection of clinical NLP mod-
eling paradigms. However, paradigm selection requires 
a more comprehensive assessment, encompassing data 
availability and the institution’s organizational maturity 
across multiple domains, including human resources, 
access to computing power, and infrastructure. While 
our recommendations offer practitioners validated and 
robust guidance on paradigm selection, we emphasize 
the importance of considering additional factors that can 
impact the successful implementation of clinical NLP in 
real-world settings. These factors may include, but are 
not limited to, institutional governance, data govern-
ance policies, and available resources, such as personnel 
expertise and infrastructure. By examining these factors 
alongside data availability and paradigm selection, engi-
neers can ensure a more comprehensive and effective 
clinical NLP implementation.

Conclusion
Our study investigated the impact of data availability 
on the performance of clinical NLP modeling in simu-
lated settings with varying levels of access to task-spe-
cific labeled data and unlabeled environment-specific 
text. We explored different paradigms, including pre-
train, fine-tune and predict, fine-tune and predict, as 
well as prompt and predict with few-shot learning. 
The results indicate that choosing foundation models, 
especially those closer to the target domain, impacts 
model performance. The Spanish biomedical and clini-
cal RoBERTa model, tailored to the clinical domain, 
outperformed other models in our experiments. While 
continuing pre-training with environment-specific data 
improved model performance, the gains were marginal 
compared to the computational resources required. The 
fine-tuning paradigm without additional pre-training 
proved practical, particularly in settings with limited 
access to unlabeled data.

In-context learning, using the prompt and predict 
paradigm, demonstrated its viability in scenarios where 
there is no labeled data available. The creation of few-
shot examples significantly improved performance, high-
lighting the potential of this approach in data-scarce 
environments. Our study also revealed a saturation point 
in performance concerning the amount of training data 
available. In some instances, minimal data access can still 
lead to relatively high performance, particularly for less 
complex tasks. The choice of foundation models, the uti-
lization of available data, and the selection of appropriate 
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modeling paradigms are crucial considerations in clini-
cal NLP tasks. While pre-training and fine-tuning with 
domain-specific data remain effective, in-context learn-
ing with few-shot examples offers a viable solution in set-
tings where labeled data is unavailable.

Limitations Our settings were designed to mimic real-
world scenarios, but they may reflect biases from local 
environments, limiting the generalizability of our find-
ings to broader multilingual or cross-cultural contexts. 
Additionally, our selection of foundation models may 
not fully capture the diversity of available approaches. 
Another limitation is the potential bias in the datasets, 
such as demographic representation, which could affect 
model performance across different healthcare settings. 
Variations in patient populations, may influence out-
comes, highlighting the need for future work to assess 
and mitigate dataset biases through fairness-aware train-
ing and broader benchmarking.

Supplementary Information
The online version contains supplementary material available at https:// doi. 
org/ 10. 1186/ s12911‑ 025‑ 02948‑2.

Supplementary Material 1.

Authors’ contributions
All authors led the conception and design of the work; FV and JD led the 
acquisition of the data; FV analyzed the data; all authors interpreted the data; 
all authors drafted the work and revised it; all authors approved the submit‑
ted version; all authors have agreed both to be personally accountable for 
the author’s own contributions and to ensure that questions related to the 
accuracy or integrity of any part of the work, even ones in which the author 
was not personally involved, are appropriately investigated, resolved, and the 
resolution documented in the literature.

Funding
This work was funded by ANID Chile: Millennium Science Initiative Program 
ICN17_002 ‑ IMFD, Basal Funds FB210017 ‑ CENIA and FB0008 ‑ AC3E, National 
Doctoral Scholarship 21220200 (FV), and Fondecyt grant 1241825 (JD).

Data availability
All datasets used in this publication are available for download. Referral 
Prioritization: https:// huggi ngface. co/ datas ets/ fvill ena/ ges, Referral specialty 
classification: https:// huggi ngface. co/ datas ets/ fvill ena/ spani sh_ diagn ostics 
and Named entity recognition: https:// huggi ngface. co/ datas ets/ plncmm/ wl.

Declarations

Ethics approval and consent to participate
The ethics committee at the South East Metropolitan Health Service has 
waived the need for approval. The Waiting List Dataset was collected through 
the Chilean Transparency Law (www. porta ltran spare ncia. cl).

Consent for publication
Not applicable.

Competing interests
The authors declare no competing interests.

Received: 5 November 2024   Accepted: 24 February 2025

References
 1. Jurafsky D, Martin JH. Speech and Language Processing. 2021. https:// 

web. stanf ord. edu/ ~juraf sky/ slp3/.
 2. Dalianis H. Clinical text mining: Secondary use of electronic patient 

records. Springer Nature; 2018.
 3. Spasic I, Nenadic G. Clinical Text Data in Machine Learning: Systematic 

Review. JMIR Med Inform. 2020;8(3):e17984. https:// doi. org/ 10. 2196/ 
17984.

 4. Kumar G, Singh RK, Arya V, Mishra SK. Analyzing Barriers in Adoption 
of Artificial Intelligence for Resilient Health Care Services to Society. 
Glob J Flex Syst Manag. 2024;25(1):179–97. https:// doi. org/ 10. 1007/ 
s40171‑ 024‑ 00373‑4.

 5. Ranathunga S, de Silva N. Some Languages are More Equal than Others: 
Probing Deeper into the Linguistic Disparity in the NLP World. 2022. arXiv: 
2210. 08523.

 6. Wu H, Wang M, Wu J, Francis F, Chang YH, Shavick A, et al. A survey 
on clinical natural language processing in the United Kingdom from 
2007 to 2022. NPJ Digit Med. 2022;5(1). https:// doi. org/ 10. 1038/ 
s41746‑ 022‑ 00730‑6.

 7. Zesch T, Bewersdorff J. German Medical Natural Language Processing–A 
Data‑centric Survey. Appl Med Manuf. 2022:137.

 8. Chung J, Gulcehre C, Cho K, Bengio Y. Empirical evaluation of gated recur‑
rent neural networks on sequence modeling. In: NIPS 2014 Workshop on 
Deep Learning, December 2014. 2014.

 9. Hochreiter S, Schmidhuber J. Long Short‑Term Memory. Neural Comput. 
1997 11;9(8):1735–1780. https:// doi. org/ 10. 1162/ neco. 1997.9. 8. 1735.

 10. Vaswani A, Shazeer N, Parmar N, Uszkoreit J, Jones L, Gomez AN, et al. 
Attention is All you Need. In: Guyon I, Luxburg UV, Bengio S, Wallach H, 
Fergus R, Vishwanathan S, et al., editors. Advances in Neural Information 
Processing Systems, vol. 30. Curran Associates, Inc.; 2017. https:// papers. 
nips. cc/ paper_ files/ paper/ 2017/ hash/ 3f5ee 24354 7dee9 1fbd0 53c1c 
4a845 aa‑ Abstr act. html.

 11. Yang Z, Dai Z, Yang Y, Carbonell J, Salakhutdinov R, Le QV. In: XLNet: 
Generalized Autoregressive Pretraining for Language Understanding. Red 
Hook: Curran Associates Inc.; 2019.

 12. Mrini K, Dernoncourt F, Tran QH, Bui T, Chang W, Nakashole N. Rethink‑
ing Self‑Attention: Towards Interpretability in Neural Parsing. In: Findings 
of the Association for Computational Linguistics: EMNLP 2020. Online: 
Association for Computational Linguistics; 2020. pp. 731–742. https:// doi. 
org/ 10. 18653/ v1/ 2020. findi ngs‑ emnlp. 65.

 13. Edunov S, Ott M, Auli M, Grangier D. Understanding Back‑Translation at 
Scale. In: Proceedings of the 2018 Conference on Empirical Methods in 
Natural Language Processing. Brussels: Association for Computational 
Linguistics; 2018. pp. 489–500. https:// doi. org/ 10. 18653/ v1/ D18‑ 1045.

 14. Wang X, Jiang Y, Bach N, Wang T, Huang Z, Huang F, et al. Automated 
Concatenation of Embeddings for Structured Prediction. In: Proceed‑
ings of the 59th Annual Meeting of the Association for Computational 
Linguistics and the 11th International Joint Conference on Natural 
Language Processing (Volume 1: Long Papers). Online: Association for 
Computational Linguistics; 2021. pp. 2643–2660. https:// doi. org/ 10. 
18653/ v1/ 2021. acl‑ long. 206.

 15. Wang H, Li J, Wu H, Hovy E, Sun Y. Pre‑Trained Language Models and Their 
Applications. Engineering. 2022. https:// doi. org/ 10. 1016/j. eng. 2022. 04. 
024.

 16. Mikolov T, Sutskever I, Chen K, Corrado GS, Dean J. Distributed Represen‑
tations of Words and Phrases and their Compositionality. In: Burges CJ, 
Bottou L, Welling M, Ghahramani Z, Weinberger KQ, editors. Advances in 
Neural Information Processing Systems, vol. 26. Curran Associates, Inc.; 
2013. https:// proce edings. neuri ps. cc/ paper_ files/ paper/ 2013/ file/ 9aa42 
b3188 2ec03 9965f 3c492 3ce90 1b‑ Paper. pdf.

 17. Pennington J, Socher R, Manning C. GloVe: Global Vectors for Word 
Representation. In: Proceedings of the 2014 Conference on Empirical 
Methods in Natural Language Processing (EMNLP). Doha: Association for 
Computational Linguistics; 2014. pp. 1532–1543. https:// doi. org/ 10. 3115/ 
v1/ D14‑ 1162.

https://doi.org/10.1186/s12911-025-02948-2
https://doi.org/10.1186/s12911-025-02948-2
https://huggingface.co/datasets/fvillena/ges
https://huggingface.co/datasets/fvillena/spanish_diagnostics
https://huggingface.co/datasets/plncmm/wl
http://www.portaltransparencia.cl
https://web.stanford.edu/%7ejurafsky/slp3/
https://web.stanford.edu/%7ejurafsky/slp3/
https://doi.org/10.2196/17984
https://doi.org/10.2196/17984
https://doi.org/10.1007/s40171-024-00373-4
https://doi.org/10.1007/s40171-024-00373-4
http://arxiv.org/abs/2210.08523
http://arxiv.org/abs/2210.08523
https://doi.org/10.1038/s41746-022-00730-6
https://doi.org/10.1038/s41746-022-00730-6
https://doi.org/10.1162/neco.1997.9.8.1735
https://papers.nips.cc/paper_files/paper/2017/hash/3f5ee243547dee91fbd053c1c4a845aa-Abstract.html
https://papers.nips.cc/paper_files/paper/2017/hash/3f5ee243547dee91fbd053c1c4a845aa-Abstract.html
https://papers.nips.cc/paper_files/paper/2017/hash/3f5ee243547dee91fbd053c1c4a845aa-Abstract.html
https://doi.org/10.18653/v1/2020.findings-emnlp.65
https://doi.org/10.18653/v1/2020.findings-emnlp.65
https://doi.org/10.18653/v1/D18-1045
https://doi.org/10.18653/v1/2021.acl-long.206
https://doi.org/10.18653/v1/2021.acl-long.206
https://doi.org/10.1016/j.eng.2022.04.024
https://doi.org/10.1016/j.eng.2022.04.024
https://proceedings.neurips.cc/paper_files/paper/2013/file/9aa42b31882ec039965f3c4923ce901b-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2013/file/9aa42b31882ec039965f3c4923ce901b-Paper.pdf
https://doi.org/10.3115/v1/D14-1162
https://doi.org/10.3115/v1/D14-1162


Page 12 of 13Villena et al. BMC Medical Informatics and Decision Making          (2025) 25:116 

 18. Dai AM, Le QV. Semi‑supervised Sequence Learning. In: Cortes C, 
Lawrence N, Lee D, Sugiyama M, Garnett R, editors. Advances in Neural 
Information Processing Systems, vol. 28. Curran Associates, Inc.; 2015. 
https:// static. googl euser conte nt. com/ media/ resea rch. google. com/ es// 
pubs/ archi ve/ 44267. pdf.

 19. Peters ME, Neumann M, Iyyer M, Gardner M, Clark C, Lee K, et al. Deep 
Contextualized Word Representations. In: Proceedings of the 2018 
Conference of the North American Chapter of the Association for Com‑
putational Linguistics: Human Language Technologies, Volume 1 (Long 
Papers). New Orleans: Association for Computational Linguistics; 2018. 
pp. 2227–2237. https:// doi. org/ 10. 18653/ v1/ N18‑ 1202.

 20. Devlin J, Chang MW, Lee K, Toutanova K. BERT: Pre‑training of Deep Bidi‑
rectional Transformers for Language Understanding. In: Proceedings of 
the 2019 Conference of the North American Chapter of the Association 
for Computational Linguistics: Human Language Technologies, Volume 
1 (Long and Short Papers). Minneapolis: Association for Computational 
Linguistics; 2019. pp. 4171–4186. https:// doi. org/ 10. 18653/ v1/ N19‑ 1423.

 21. He P, Liu X, Gao J, Chen W. Deberta: decoding‑enhanced bert with disen‑
tangled attention. In: International Conference on Learning Representa‑
tions. 2021. https:// openr eview. net/ forum? id= XPZIa otutsD.

 22. Gu Y, Tinn R, Cheng H, Lucas M, Usuyama N, Liu X, et al. Domain‑Specific 
Language Model Pretraining for Biomedical Natural Language Process‑
ing. ACM Trans Comput Healthcare. 2021;3(1). https:// doi. org/ 10. 1145/ 
34587 54.

 23. Carrino CP, Armengol‑Estapé J, Gutiérrez‑Fandiño A, Llop‑Palao J, Pàmies 
M, Gonzalez‑Agirre A, et al. Biomedical and Clinical Language Models 
for Spanish: On the Benefits of Domain‑Specific Pretraining in a Mid‑
Resource Scenario. 2021. https:// arxiv. org/ abs/ 2109. 03570.

 24. Zhao WX, Zhou K, Li J, Tang T, Wang X, Hou Y, et al. A Survey of Large 
Language Models. 2023. arXiv: 2303. 18223.

 25. Brown T, Mann B, Ryder N, Subbiah M, Kaplan JD, Dhariwal P, et al. Lan‑
guage Models are Few‑Shot Learners. In: Larochelle H, Ranzato M, Hadsell 
R, Balcan MF, Lin H, editors. Advances in Neural Information Processing 
Systems, vol. 33. Curran Associates, Inc.; 2020. p. 1877–901. https:// proce 
edings. neuri ps. cc/ paper_ files/ paper/ 2020/ file/ 1457c 0d6bf cb496 7418b 
fb8ac 142f6 4a‑ Paper. pdf.

 26. Kaplan J, McCandlish S, Henighan T, Brown TB, Chess B, Child R, et al. Scal‑
ing Laws for Neural Language Models. CoRR. 2020. arXiv: 2001. 08361.

 27. Wei J, Tay Y, Bommasani R, Raffel C, Zoph B, Borgeaud S, et al. Emergent 
Abilities of Large Language Models. Trans Mach Learn Res. 2022. Survey 
Certification. https:// openr eview. net/ forum? id= yzkSU 5zdwD.

 28. Taylor R, Kardas M, Cucurull G, Scialom T, Hartshorn A, Saravia E, et al. 
Galactica: A Large Language Model for Science. 2022. https:// arxiv. org/ 
abs/ 2211. 09085.

 29. META. Llama 3.1. 2024. https:// www. llama. com/. Accessed 23 Sep 2024.
 30. Ouyang L, Wu J, Jiang X, Almeida D, Wainwright CL, Mishkin P, et al. Train‑

ing language models to follow instructions with human feedback. In: 
Proceedings of the 36th International Conference on Neural Information 
Processing Systems. NIPS ’22. Red Hook: Curran Associates Inc.; 2022.

 31. Qiu X, Sun T, Xu Y, Shao Y, Dai N, Huang X. Pre‑trained models for natural 
language processing: A survey. Sci China Technol Sci. 2020;63(10):1872–
97. https:// doi. org/ 10. 1007/ s11431‑ 020‑ 1647‑3.

 32. Howard J, Ruder S. Universal Language Model Fine‑tuning for Text Clas‑
sification. In: Proceedings of the 56th Annual Meeting of the Association 
for Computational Linguistics (Volume 1: Long Papers). Melbourne: 
Association for Computational Linguistics; 2018. pp. 328–339. https:// doi. 
org/ 10. 18653/ v1/ P18‑ 1031.

 33. Ding N, Qin Y, Yang G, Wei F, Yang Z, Su Y, et al. Parameter‑efficient 
fine‑tuning of large‑scale pre‑trained language models. Nat Mach Intel. 
2023;5(3):220–35. https:// doi. org/ 10. 1038/ s42256‑ 023‑ 00626‑4.

 34. Liu H, Tam D, Mohammed M, Mohta J, Huang T, Bansal M, et al. Few‑Shot 
Parameter‑Efficient Fine‑Tuning is Better and Cheaper than In‑Context 
Learning. In: Oh AH, Agarwal A, Belgrave D, Cho K, editors. Advances in 
Neural Information Processing Systems. 2022. https:// openr eview. net/ 
forum? id= rBCvMG‑ JsPd.

 35. Liu P, Yuan W, Fu J, Jiang Z, Hayashi H, Neubig G. Pre‑train, Prompt, and 
Predict: A Systematic Survey of Prompting Methods in Natural Language 
Processing. ACM Comput Surv. 2023;55(9):1–35. https:// doi. org/ 10. 1145/ 
35608 15.

 36. Jimenez Gutierrez B, McNeal N, Washington C, Chen Y, Li L, Sun H, et al. 
Thinking about GPT‑3 In‑Context Learning for Biomedical IE? Think Again. 

In: Findings of the Association for Computational Linguistics: EMNLP 
2022. Abu Dhabi: Association for Computational Linguistics; 2022. p. 
4497–512. https:// aclan tholo gy. org/ 2022. findi ngs‑ emnlp. 329.

 37. Mosbach M, Pimentel T, Ravfogel S, Klakow D, Elazar Y. Few‑shot Fine‑
tuning vs. In‑context Learning: A Fair Comparison and Evaluation. In: Rog‑
ers A, Boyd‑Graber J, Okazaki N, editors. Findings of the Association for 
Computational Linguistics: ACL 2023. Toronto: Association for Computa‑
tional Linguistics; 2023. p. 12284–314. https:// doi. org/ 10. 18653/ v1/ 2023. 
findi ngs‑ acl. 779.

 38. Wang C, Yang Y, Gao C, Peng Y, Zhang H, Lyu MR. No More Fine‑Tuning? 
An Experimental Evaluation of Prompt Tuning in Code Intelligence. In: 
Proceedings of the 30th ACM Joint European Software Engineering Con‑
ference and Symposium on the Foundations of Software Engineering. 
ESEC/FSE 2022. New York: Association for Computing Machinery; 2022. 
pp. 382–394. https:// doi. org/ 10. 1145/ 35402 50. 35491 13.

 39. Zheng Z, Lu XZ, Chen KY, Zhou YC, Lin JR. Pretrained domain‑specific lan‑
guage model for natural language processing tasks in the AEC domain. 
Comput Ind. 2022;142:103733. https:// doi. org/ 10. 1016/j. compi nd. 2022. 
103733.

 40. Báez P, Villena F, Rojas M, Durán M, Dunstan J. The Chilean Waiting List 
Corpus: a new resource for clinical Named Entity Recognition in Span‑
ish. In: Proceedings of the 3rd Clinical Natural Language Processing 
Workshop. Online: Association for Computational Linguistics; 2020. pp. 
291–300. https:// doi. org/ 10. 18653/ v1/ 2020. clini calnlp‑ 1. 32.

 41. Villena F, Pérez J, Lagos R, Dunstan J. Supporting the classification of 
patients in public hospitals in Chile by designing, deploying and validat‑
ing a system based on natural language processing. BMC Med Inform 
Decis Mak. 2021;21(1). https:// doi. org/ 10. 1186/ s12911‑ 021‑ 01565‑z.

 42. Báez P, Bravo‑Marquez F, Dunstan J, Rojas M, Villena F. Automatic Extrac‑
tion of Nested Entities in Clinical Referrals in Spanish. ACM Trans Comput 
Healthc. 2022;3(3):1–22. https:// doi. org/ 10. 1145/ 34983 24.

 43. Conneau A, Khandelwal K, Goyal N, Chaudhary V, Wenzek G, Guzmán F, 
et al. Unsupervised Cross‑lingual Representation Learning at Scale. CoRR. 
2019. arXiv: 1911. 02116.

 44. Fandiño AG, Estapé JA, Pàmies M, Palao JL, Ocampo JS, Carrino CP, et al. 
MarIA: Spanish Language Models. Procesamiento Lenguaje Nat. 2022;68. 
https:// doi. org/ 10. 26342/ 2022‑ 68‑3.

 45. Touvron H, Martin L, Stone K, Albert P, Almahairi A, Babaei Y, et al. Llama 
2: Open Foundation and Fine‑Tuned Chat Models. 2023. https:// arxiv. org/ 
abs/ 2307. 09288.

 46. AI@Meta. Llama 3 Model Card. 2024. https:// github. com/ meta‑ llama/ 
llama3/ blob/ main/ MODEL_ CARD. md.

 47. Wolf T, Debut L, Sanh V, Chaumond J, Delangue C, Moi A, et al. Transform‑
ers: State‑of‑the‑art Natural Language Processing. Proceedings of the 
2020 Conference on Empirical Methods in Natural Language Processing: 
System Demonstrations. Association for Computational Linguistics; 2020. 
p. 38–45. https:// doi. org/ 10. 18653/ v1/ 2020. emnlp‑ demos.6.

 48. Báez P, Bravo‑Marquez F, Dunstan J, Rojas M, Villena F. Automatic Extrac‑
tion of Nested Entities in Clinical Referrals in Spanish. ACM Trans Comput 
Healthcare. 2022;3(3). https:// doi. org/ 10. 1145/ 34983 24.

 49. Aracena C, Miranda L, Vakili T, Villena F, Quiroga T, Núñez‑Torres F, et al. A 
Privacy‑Preserving Corpus for Occupational Health in Spanish: Evaluation 
for NER and Classification Tasks. In: Naumann T, Ben Abacha A, Bethard 
S, Roberts K, Bitterman D, editors. Proceedings of the 6th Clinical Natural 
Language Processing Workshop. Mexico City, Mexico: Association for 
Computational Linguistics. 2024. pp. 111–121. https:// doi. org/ 10. 18653/ 
v1/ 2024. clini calnlp‑ 1. 11.

 50. Richter‑Pechanski P, Wiesenbach P, Schwab DM, Kiriakou C, Geis N, Diet‑
erich C, et al. Clinical information extraction for lower‑resource languages 
and domains with few‑shot learning using pretrained language models 
and prompting. Nat Lang Process. 2024:1–24. https:// doi. org/ 10. 1017/ nlp. 
2024. 52.

 51. Lange L, Adel H, Strötgen J, Klakow D. CLIN‑X: pre‑trained language 
models and a study on cross‑task transfer for concept extraction in the 
clinical domain. Bioinformatics. 2022;38(12):3267–74. https:// doi. org/ 10. 
1093/ bioin forma tics/ btac2 97.

 52. Liang S, Hartmann M, Sonntag D. Cross‑domain German Medical Named 
Entity Recognition using a Pre‑Trained Language Model and Unified 
Medical Semantic Types. In: Naumann T, Ben Abacha A, Bethard S, 
Roberts K, Rumshisky A, editors. Proceedings of the 5th Clinical Natural 
Language Processing Workshop. Toronto: Association for Computational 

https://static.googleusercontent.com/media/research.google.com/es//pubs/archive/44267.pdf
https://static.googleusercontent.com/media/research.google.com/es//pubs/archive/44267.pdf
https://doi.org/10.18653/v1/N18-1202
https://doi.org/10.18653/v1/N19-1423
https://openreview.net/forum?id=XPZIaotutsD
https://doi.org/10.1145/3458754
https://doi.org/10.1145/3458754
https://arxiv.org/abs/2109.03570
http://arxiv.org/abs/2303.18223
https://proceedings.neurips.cc/paper_files/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf
http://arxiv.org/abs/2001.08361
https://openreview.net/forum?id=yzkSU5zdwD
https://arxiv.org/abs/2211.09085
https://arxiv.org/abs/2211.09085
https://www.llama.com/
https://doi.org/10.1007/s11431-020-1647-3
https://doi.org/10.18653/v1/P18-1031
https://doi.org/10.18653/v1/P18-1031
https://doi.org/10.1038/s42256-023-00626-4
https://openreview.net/forum?id=rBCvMG-JsPd
https://openreview.net/forum?id=rBCvMG-JsPd
https://doi.org/10.1145/3560815
https://doi.org/10.1145/3560815
https://aclanthology.org/2022.findings-emnlp.329
https://doi.org/10.18653/v1/2023.findings-acl.779
https://doi.org/10.18653/v1/2023.findings-acl.779
https://doi.org/10.1145/3540250.3549113
https://doi.org/10.1016/j.compind.2022.103733
https://doi.org/10.1016/j.compind.2022.103733
https://doi.org/10.18653/v1/2020.clinicalnlp-1.32
https://doi.org/10.1186/s12911-021-01565-z
https://doi.org/10.1145/3498324
http://arxiv.org/abs/1911.02116
https://doi.org/10.26342/2022-68-3
https://arxiv.org/abs/2307.09288
https://arxiv.org/abs/2307.09288
https://github.com/meta-llama/llama3/blob/main/MODEL_CARD.md
https://github.com/meta-llama/llama3/blob/main/MODEL_CARD.md
https://doi.org/10.18653/v1/2020.emnlp-demos.6
https://doi.org/10.1145/3498324
https://doi.org/10.18653/v1/2024.clinicalnlp-1.11
https://doi.org/10.18653/v1/2024.clinicalnlp-1.11
https://doi.org/10.1017/nlp.2024.52
https://doi.org/10.1017/nlp.2024.52
https://doi.org/10.1093/bioinformatics/btac297
https://doi.org/10.1093/bioinformatics/btac297


Page 13 of 13Villena et al. BMC Medical Informatics and Decision Making          (2025) 25:116  

Linguistics; 2023. pp. 259–271. https:// doi. org/ 10. 18653/ v1/ 2023. clini 
calnlp‑ 1. 31.

 53. Schneider ETR, de Souza JVA, Knafou J, Oliveira LESe, Copara J, Gumiel 
YB, et al. BioBERTpt ‑ A Portuguese Neural Language Model for Clini‑
cal Named Entity Recognition. In: Rumshisky A, Roberts K, Bethard S, 
Naumann T, editors. Proceedings of the 3rd Clinical Natural Language 
Processing Workshop. Online: Association for Computational Linguistics. 
2020. pp. 65–72. https:// doi. org/ 10. 18653/ v1/ 2020. clini calnlp‑ 1.7.

 54. Gaschi F, Fontaine X, Rastin P, Toussaint Y. Multilingual Clinical NER: Trans‑
lation or Cross‑lingual Transfer? In: Naumann T, Ben Abacha A, Bethard S, 
Roberts K, Rumshisky A, editors. Proceedings of the 5th Clinical Natural 
Language Processing Workshop. Toronto: Association for Computational 
Linguistics; 2023. pp. 289–311. https:// doi. org/ 10. 18653/ v1/ 2023. clini 
calnlp‑ 1. 34.

 55. Chen Z, Cano AH, Romanou A, Bonnet A, Matoba K, Salvi F, et al. 
MEDITRON‑70B: Scaling Medical Pretraining for Large Language Models. 
2023.

 56. Zhou W, Yetisgen M, Afshar M, Gao Y, Savova G, Miller TA. Improving 
model transferability for clinical note section classification models using 
continued pretraining. J Am Med Inform Assoc. 2023;31(1):89–97. https:// 
doi. org/ 10. 1093/ jamia/ ocad1 90.

 57. Lamproudis A, Henriksson A, Dalianis H. Developing a Clinical Lan‑
guage Model for Swedish: Continued Pretraining of Generic BERT with 
In‑Domain Data. In: Proceedings of the Conference Recent Advances in 
Natural Language Processing ‑ Deep Learning for Natural Language Pro‑
cessing Methods and Applications. RANLP 2021. INCOMA Ltd. Shoumen; 
2021. pp. 790–797. https:// doi. org/ 10. 26615/ 978‑ 954‑ 452‑ 072‑4_ 090.

 58. Pal A, Minervini P, Motzfeldt AG, Pradipta Gema A, Alex B. Open Medical 
LLM Leaderboard. Hugging Face; 2024. https:// huggi ngface. co/ spaces/ 
openl ifesc ience ai/ open_ medic al_ llm_ leade rboard.

 59. Ge Y, Guo Y, Das S, Al‑Garadi MA, Sarker A. Few‑shot learning for medical 
text: A review of advances, trends, and opportunities. J Biomed Inform. 
2023;144:104458. https:// doi. org/ 10. 1016/j. jbi. 2023. 104458.

 60. Moradi M, Blagec K, Haberl F, Samwald M. GPT‑3 Models are Poor Few‑
Shot Learners in the Biomedical Domain. 2022. arXiv: 2109. 02555.

 61. Labrak Y, Bazoge A, Morin E, Gourraud PA, Rouvier M, Dufour R. BioMistral: 
A Collection of Open‑Source Pretrained Large Language Models for 
Medical Domains. 2024. arXiv: 2402. 10373.

 62. Li R, Wang X, Yu H. LlamaCare: an instruction fine‑tuned large language 
model for clinical NLP. In: Calzolari N, Kan MY, Hoste V, Lenci A, Sakti S, Xue 
N, editors. Proceedings of the 2024 Joint International Conference on 
Computational Linguistics, Language Resources and Evaluation (LREC‑
COLING 2024). Torino: ELRA and ICCL; 2024. p. 10632–41. https:// aclan 
tholo gy. org/ 2024. lrec‑ main. 930/.

 63. Xi Z, Chen W, Guo X, He W, Ding Y, Hong B, et al. The Rise and Potential of 
Large Language Model Based Agents: A Survey. 2023. arXiv: 2309. 07864.

 64. Li R, Wang X, Yu H. Exploring LLM Multi‑Agents for ICD Coding. 2024. 
arXiv: 2406. 15363.

 65. Pan American Health Organization. Maturity Assessment Levels: Informa‑
tion Systems for Health. Washington: PAHO; 2021. Digital Transformation 
Toolkit. https:// iris. paho. org/ handle/ 10665.2/ 54962.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in pub‑
lished maps and institutional affiliations.

https://doi.org/10.18653/v1/2023.clinicalnlp-1.31
https://doi.org/10.18653/v1/2023.clinicalnlp-1.31
https://doi.org/10.18653/v1/2020.clinicalnlp-1.7
https://doi.org/10.18653/v1/2023.clinicalnlp-1.34
https://doi.org/10.18653/v1/2023.clinicalnlp-1.34
https://doi.org/10.1093/jamia/ocad190
https://doi.org/10.1093/jamia/ocad190
https://doi.org/10.26615/978-954-452-072-4_090
https://huggingface.co/spaces/openlifescienceai/open_medical_llm_leaderboard
https://huggingface.co/spaces/openlifescienceai/open_medical_llm_leaderboard
https://doi.org/10.1016/j.jbi.2023.104458
http://arxiv.org/abs/2109.02555
http://arxiv.org/abs/2402.10373
https://aclanthology.org/2024.lrec-main.930/
https://aclanthology.org/2024.lrec-main.930/
http://arxiv.org/abs/2309.07864
http://arxiv.org/abs/2406.15363
https://iris.paho.org/handle/10665.2/54962

	NLP modeling recommendations for restricted data availability in clinical settings
	Abstract 
	Background 
	Methods 
	Results 
	Conclusions 

	Introduction
	Methods
	Simulated settings
	Complete data availability
	Incomplete data availability
	No data availability

	Clinical NLP tasks
	Referral prioritization
	Referral speciality classification
	Named entity recognition

	Foundation models
	XLM-RoBERTa
	Spanish RoBERTa
	Spanish biomedical and clinical RoBERTa
	Llama

	Modeling paradigms
	Continue pre-training, fine-tune and predict
	Fine-tune and predict
	Prompt and predict

	Increasing training data size and its impact on model performance

	Results
	Clinical PLMs are the best baselines
	Continual pre-training on local clinical data improves performance
	Prompt and predict paradigm is not ready for solving clinical tasks, even with few-shot learning
	The more training data you have, the better
	Our recommendations

	Discussion
	Conclusion
	References


