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1 Introduction

The analysis of clinical text has particular challenges due to the extensive use of non-standardized abbreviations,
the variability of the clinical language across medical specialties and health professionals, and its restricted
availability for privacy reasons, to mention a few [14]. Given that most text resources are available for the English
language [58], focusing on clinical text in Spanish represents an opportunity to gather efforts on its development.

Human-annotated corpora are the essential resources for supervised learning methods [22], and although
they are scarce and costly, they are necessary for at least three reasons: 1) the annotation procedure focuses
and clarifies the requirements of a computational algorithm, 2) it provides data for training Natural Language
Processing (NLP) systems, and 3) it provides a benchmark against which to evaluate the results obtained by
computational models [64].

There is a general lack of annotated corpora for the Spanish language in the clinical domain, particularly in
some specialties such as dentistry. There are also a few corpora potentially applicable in several clinical NLP
tasks with heterogeneous documents in terms of clinical specialties and institutional origin [63].

A common task in NLP is Named Entity Recognition (NER), which aims to automatically identify essential
pieces of information (entities) in a text written in natural language. In the general domain, NER was first defined
to identify personal names, organizations, and locations [11], to then be extended to a variety of entities depending
on the particular application. Nowadays, the best results for the original 2003 NER task [72] are self-attention
networks [4], differentiable neural architecture search methods [28], and LSTM-CRF enriched with ELMo, BERT,
and Flair contextual embeddings [71].

In the context of clinical NLP, NER is commonly used for the identification of diseases, body parts, or medications
[14]. The automatic extraction of this information allows, for example, the detection of risk factors on discharge
records [73], personal information [36], frequencies and doses of drugs [74], or the leverage of epidemiological
information on the existence of diseases [42]. Nested NER is a particular case of NER where entities are nested
within each other [18]. An example of that is "colon cancer", where a body part (colon) is contained in a disease.
Due to this, some authors have reduced the problem of nested entities by keeping only the most external entity
and removing inner ones, which is called flat NER. However, removing part of these entities could be a problem
in model performance due to the loss of relevant information and inner dependencies.

We previously published a short version of this work at the clinical workshop of EMNLP 2020 [5]. In this
manuscript, we show the results of an enlarged corpus made of 5,000 annotated referrals from diverse clinical
specialties and institutions. In addition, we treat in depth methodological aspects of our work, giving details of
the text processing, the neural methods for automatic detection of nested entities, and error analysis.

In summary, the main contributions of this work are as follows:

o There is a need to create language resources for the clinical Spanish language, and we are contributing by
making the corpus, codes!, and clinical word embeddings freely available.

e We work with de-identified clinical referrals. Many authors do not have access to clinical notes and work
with corpora made from scientific articles, which is very different from the writing of health professionals
attending patients. In addition, we have referrals from medical and dental specialties. Dental text in Spanish
is a very scarce resource.

e Our corpus is one of the richest freely available resources to study nested NER, with almost half of the
entity mentions nested. Therefore it can contribute substantially to future research.

o This paper presents a simple yet powerful model that performs competitively in identifying nested entities
in this corpus. We also give a deep look at the error analysis in the context of nested NER. We explain the
types of errors with a clinical example and summarize the results we get using our model.

https://github.com/plncmm/acm_health_msen
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In the following sections, we describe our corpus and its clinical relevance together with a summary of models
that address nested entities.

1.1 The Chilean waiting list as the case study

In Chile, the public healthcare system covers 75% of the population [19]. The high demand for a visit to a
specialist within this system, which requires a referral from a general practitioner, is handled by a Waiting List
(WL) [51]. This is divided into “GES" (acronyms in Spanish for Explicit Health Guarantees), which covers 80
prioritized health conditions [49], and the “non-GES", which covers the remaining consultations. During 2016,
about 22,500 patients died while waiting for their first consultation with a specialist, and 2,358 died before the
surgery they needed. In 2017, there were 1,661,826 persons in the non-GES WL pending for an appointment with
a specialist, with an average waiting time above 400 days [17].

Under this scenario, it is essential to develop automated systems that allow the analysis of this non-GES
WL, to both improve the management of patients that should be prioritized as well as the secondary use of the
information [6, 78]. Tasks that can be achieved with a working NER model include the prioritization of patients,
the selection of cases that can be solved by telemedicine, the estimated number of people who present more
than one disease (comorbidity), or that take more than one medication (polypharmacy), statistics of the pending
procedures, or the family background of diseases when mentioned.

Every public health institution in Chile uploads weekly spreadsheets with non-GES WL cases. The referrals
contain the personal information of the patient, the referring and admitting healthcare providers, the medical
specialty, and in the form of unstructured text the suspected diagnosis [51]. Villena and Dunstan [77] examined
the unstructured data in this WL, using word clouds to visualize the weighted word frequency by medical
specialty. Although this methodology is informative, it is necessary to advance in the automatic detection of
diseases within these referrals to improve their clinical management and support epidemiological studies, which
is also one of the main motivations to create an annotated corpus. Apart from the clinical relevance, choosing
the non-GES WL is also practical since it can be accessed through Transparency Law, a country-wide initiative
for better access to data [52]. Data comes de-identified from the origin and does not require ethics committee
approval as it is public information [47]. The public character of these referrals makes it possible to use them in
shared tasks or to share them with the research community.

1.2 Related annotated corpora

In terms of linguistic resources using clinical text in Spanish, publications from Spain are predominant, such
as the work by Oronoz et al. [61] that annotated disease, drug, and substance entities in medical records. The
same group published a corpus afterward for adverse drug reactions [62]. For negation, there are the works of
Cruz Diaz et al. [13] using anamnesis and radiology reports, Marimon et al. [45] using clinical reports from a
hospital in Barcelona, and Lima-Lopez et al. [39] who released a biomedical corpus annotated with negation
and uncertainty. From Spanish-speaking countries besides Spain, and to the best of our knowledge, the only
published work is by Cotik et al. [12] in Argentina for the annotation of clinical findings, body parts, negation,
temporal terms, and abbreviations in radiology reports.

Some of the work done on biomedical texts is also noteworthy; Moreno-Sandoval and Campillos-Llanos [54]
annotated Part-of-Speech in biomedical documents written in Spanish, Japanese, and Arabic, and Krallinger et al.
[34] annotated PubMed abstracts in Spanish with chemicals and drugs. Several works have created resources in
Spanish for entity recognition and clinical coding to internationally recognized classification systems; Kors et al.
[33] created a multilingual corpus for biomedical concept recognition, Campillos-Llanos [8] created a medical
lexicon and a clinical trials corpus [9] with words and entities mapped to the Unified Medical Language System
(UMLS) [41] identifiers, while Intxaurrondo et al. [26] manually annotated abbreviation mentions and their
definitions from clinical case studies and mapped them to control vocabulary resources such as the Systematized
Nomenclature of Medicine — Clinical Terms (SNOMED-CT). Finally, there is the work of Miranda-Escalada
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et al. [53] who published resources and methods for automatic clinical coding to the International Statistical
Classification of diseases and Related Health Problems (ICD-10) on medical documents. Another important
contribution was carried out by Marimon et al. [44] on anonymization of medical documents in Spanish using a
synthetic corpus of clinical case documents.

Spanish is one of the most widely spoken languages globally, but there is a lack of language resources. Machine
understanding of clinical texts requires dealing with a non-standardized use of the language, mainly due to
the heavy use of abbreviations, local jargon, and a large presence of spelling errors. Creating clinical resources
from different Spanish-speaking countries will allow us to estimate the variability of medical language. This
comparison is especially useful when measured over real clinical narratives compared to biomedical literature
due to its significantly different properties [21].

1.3 Related neural models for nested NER

Nested NER has received increasing attention from the research community since the publication of the
biomedical corpus GENIA (in English) [60], which is rich in nested entities. In recent years, several methods have
been proposed to handle this problem, which can be grouped into the following three approaches:

1.3.1  Region-based models: These approaches divide the problem into two stages, first the detection of entity
boundaries, and second the assignment of entity labels to these regions. Sohrab and Miwa [68] enumerated all
possible spans and took advantage of the representations of boundary tokens and the average of the internal token
representations to predict the labels. Zheng et al. [81] used a BILSTM to detect regions in a fixed-size window and
then classified them into their categorical types in a single layer. Yu et al. [80] employed a biaffine model to assign
scores to each pair of start and end tokens within a sentence, which are then used to predict the corresponding
entity labels. Although the region-based approach is simple and effective, it has a high computational cost and
cannot capture dependencies among entities.

1.3.2  Structure-based models: The aim is to capture the dependencies between internal and external entities
through complex structures. The standard approach consists of creating these representations with hypergraphs
[30, 43, 56, 79] or using a constituency graph [18]. However, as pointed out in Lin et al. [40], their major drawback
is that they suffer from strong feature engineering, structure ambiguity, or spurious structures.

1.3.3  Sequence labeling-based models: Some studies show that sequence labeling-based methods can also perform

well on the nested NER task. Alex et al. [3] proposed three CRF-based methods to reduce nested NER as several
BIO tagging problems. The best performance was obtained using a cascading approach in which separate CRFs
were used for each entity type, using the output of the previous CRF as the input features of the current CRF.
Similarly, Ju et al. [29] took advantage of inner entity information to encourage outer entity recognition. They
dynamically stacked LSTM-CRF layers predicting entities in an inside-to-outside way until no entities were
extracted.

In addition to these approaches, recent studies reveal that incorporating BERT contextual embeddings [15]
improves nested NER results. For instance, Li et al. [38] formulated nested NER as a machine reading compre-
hension task (MRC) using BERT as the model backbone. Another method, proposed by Strakova et al. [71], uses
sequence-to-sequence models leveraging the use of contextual embeddings from BERT and Flair [2], which is
one of the elements to be incorporated in our proposed models.

As far as we know, little research exists on the use of various single-entity flat NER models for this task. We
explore this approach in this work with successful results.
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2 The Waiting List Corpus

During 2018, we requested the non-GES WL from the 29 health services in the country through Transparency
Law [52]. These requests were answered positively by 23 of the health services and sent WL datasets for years
between 2008 and 2018.

As a result, the group has 5,157,902 referrals, originated from the 40 medical and 11 dental specialties defined
in the Chilean regulation [51]. The specialties with more referrals are ophthalmology (14.99%), traumatology
(10.07%), and otorhinolaryngology (8.22%). The distribution between medical and dental referrals is 88% versus
12%.

Considering only the reasons for referral (written in free-text), we have 994,946 different diagnoses. A random
subset of these diagnoses was selected for annotation, with the criterion of selecting those with more than 100
characters. Using this condition, we reduce the corpus to 107,235 unique candidates. Moreover, we removed
diagnoses with text imperfections (such as a clear cut at the end of the referral or a text encoding error) or without
extra text information (an exact copy of an ICD-10 diagnosis). After filtering, one of the managers inspected
each of the remaining diagnoses to ensure that they fully met the conditions. Even though the referrals come
de-identified from the source, this person also checked that no personal information was disclosed.

2.1 Annotation procedure

Five annotators (three medical students, one medical doctor, and one dentist) were trained for the annota-
tion process, and were permanently supported by three project managers. The choice of annotators and their
background could be a significant factor. Roberts et al. [65] describe how clinically trained annotators are better
than linguists and computer scientists at annotating clinical text with semantic relationships. However, it has
also been shown that annotators without medical education achieve high agreement in the semantic annotation
of a clinical corpus [7]. It is also common to collect annotations from workers with advanced medical training,
either as general practitioners, researchers with training on general medicine, or final-year medical students
[32]. Recruiting medical doctors to invest time on the annotation task is a challenge. Therefore, the option of
training non-expert annotators such as students, is often considered. We worked here with three third-year
medical students, whose annotations contributed to the improvement of the annotation guidelines.

The annotation process involved two stages as shown in Figure 1. In the first stage, a test version of the
annotation guidelines was written, with an in-depth study of other available guidelines for similar entities, such
as those published by Mota et al. [55] and Intxaurrondo et al. [26]. These guidelines were evaluated during the
annotation of 25 referrals, followed by the curation of a reference.

In the second stage, the three medical students annotated the same 50 referrals in weekly annotation rounds
for three weeks. In an iterative improvement process, the medical students were retrained after each round of
annotation. At this point, the guidelines were further modified to clarify the task and improve consistency. At
the end of this stage, the first accepted version of the guidelines was established and released.

A medical doctor or dentist (namely a senior annotator) was asked to annotate the same 150 referrals done by
the students independently. Each referral was compared with the previous annotations, with the expectation that
the analysis and discussion process of finding consensus on annotations helped strengthen the senior annotator’s
training. We decided to implement a manual pre-annotation stage of the simplest entities, such as abbreviations
and body parts, done by medical students. Thus, the senior annotators could focus on entities, attributes, and
relations that required higher clinical expertise.

For the consolidation process, we decided to have each annotation revised by a team of four researchers,
including at least one senior annotator, a dentist, the manager who worked on the annotation guidelines, and the
principal investigator. This means that once a batch of 150 referrals was fully annotated, the three managers
and the senior annotator analyzed and discussed the annotations one by one until an agreement was reached.
When consolidated, the referrals became part of the ground truth. In the beginning, the consolidation of 150
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referrals took around 6 hours, but by round 4, the time was reduced to approximately 3 hours. It is important to
note that we did not use automatic pre-annotation methods, each of the referrals was manually annotated from
scratch. We used this time-consuming approach to compensate for the absence of a second senior medical or
dental annotator.

2.2 Annotation scheme

The annotation scheme includes entities, attributes, and relations between annotated entities, and was designed
based on a literature review and our particular interest in this corpus. The UMLS semantic network was used to
define 11 medically relevant entities; Finding (with two children entities: Laboratory or Test Result and Sign or
Symptom), Procedure (with three children entities: Laboratory, Diagnostic and Therapeutic Procedures), Disease,
Family Member, Body Part, and Medication.

We also created the category Abbreviation as an entity, although it could be considered an entity’s attribute
rather than as an entity per se. In this regard, Névéol et al. [59] considered and annotated abbreviations as
an independent entity, while Mifiarro-Giménez et al. [48] and Savkov et al. [66] annotated only the long (full)
forms of acronyms and abbreviations. On the other hand, the Cantemist [53] and PharmaCoNER [1] tasks did
not consider abbreviations as independent entities or attributes; only abbreviated mentions of those entities of
importance to the task were annotated considering their long-form. We have two main reasons to justify our
decision on Abbreviation as an entity. First, identifying and resolving clinical abbreviations is a complex and
interesting problem [27] that we want to address in the future. No study has captured and described the diversity
of abbreviations in Chilean clinical text, nor has it focused on their resolution. This task is relevant because the
abbreviations used are not always standardized, especially in settings under time pressure [14], such as primary
health care. Second, because although abbreviated forms of entities such as Disease, Procedure or Medication
may be found (in which case it would be logical to consider these forms as an attribute), not all abbreviations
have an a priori assigned entity, and yet they may be clinically relevant. Therefore, we could lose that information
by considering the abbreviation as an attribute because they would not be annotated.

[ Pre-campaign | | Annotation

Annotation Guides Senior
Annotators Annotator

B | oo
/T\ Vol |
0 | @ — O+ 9

Pre-annotated Annotated Ground Truth
l ‘ ‘ Corpus Corpus

$
‘s OO

Mini-reference Consolidation

Fig. 1. Annotation stages for the ground truth creation. During the pre-campaign, the annotation guides were developed and
tested. The annotation stage included: pre-annotation done by medical students, annotation done by senior annotators, and
consolidation done by managers and at least one senior annotator. At the end of the annotation stage, 5,000 referrals were
consolidated as ground truth. Figure adapted from Fort [20].
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The annotation scheme also comprises the following four attributes: Negated (for Sign or Symptom, Disease,
and Procedures) for entities accompanied by negation modifiers, Pending (for Procedures) because the referrals
are from a waiting list, and we were interested in describing how many procedures were pending, Maternal or
Paternal (for Family Member), and Implicit Family Background (for Sign or Symptom and Disease) because we
are also interested in mining the family history of diseases. The corresponding entities were annotated with the
label attribute, without including the token(s) used to express the attribute (e.g., in “waiting for surgery", the
entity “surgery” is annotated as a Therapeutic Procedure with the Pending attribute). We included Implicit Family
Background to consider expressions such as there is a family history of cancer without specifying which family
member(s) present the disease. Figure 2 summarizes the entities and attributes covered by our annotation scheme.

Finally, the has relation was used to connect certain entities, such as Family Member with Disease or Diagnostic
Procedure with Laboratory or Test Result. Following the previous example, the entity cancer should be connected
to the entity that carries family member information when corresponding.

| . .

Finding Laboratory or test Sign or symptom Parent Entity
Attributes result Attributes
« Negated Attributes !+ Negated
o Implicit family o Implicit family | [ ]
background * Negated background ! ! Entity
Laboratory Diagnostic ! Therapeutic
Procedure procedure : procedure ! procedure
Atributes Attributes : Attributes : Attributes
. Ezggitfd + Negated i« Negated i Negated
9 ¢ Pending : ' « Pending : ! « Pending
Disease E . Family member E ; Abbreviation i : Body part
Attributes Attributes R R ' R bk '
: :\:r?gliacti‘ta?amﬂ ' E ¢ Maternal E _____________________
P v ! e Paternal | . Medicati
background . ! : : edication

Fig. 2. Description of the entities and attributes we are annotating in the corpus.

2.3 Annotation guidelines

A document with the guidelines for annotators was created by the managers, which was a result of a literature
review and their annotation during Stage I [26, 55, 59, 67, 75, 76]. As previously mentioned, UMLS was used to
define the entity names and dependencies, while ICD-10 was used to resolve disagreements and uncertainties
related, for instance, to the scope of the annotations.

The guidelines were initially designed to instruct medical students and were later improved by the feedback
given by the senior annotators. In the current version, the guidelines start with a brief introduction to clinical
NLP and instructions to initiate a session in the platform and perform the annotation using BRAT [70] (BRAT
Rapid Annotation Tool). This is always complemented with face-to-face meetings with the annotators.
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The guidelines are under constant update when the need for clarification or further example cases emerge
from the consolidation process. The current version of the annotation guidelines (in Spanish) is freely available?.

According to the guidelines, the rules for annotation are classified into four types: (i) general, which are suitable
for positive and negative rules, (ii) positive, what has to be annotated, (iii) negative, what should not be annotated
and (iv) multi-word, when to consider multiple tokens in an entity.

Two general rules were then explained, which are not to include punctuation and white spaces at the end of
entities and to annotate even if grammatical errors are found, as long as the meaning is understood. Afterward,
the entity was briefly defined, followed by positive, negative and multi-word rules - each of them supported by
several examples. The text was complemented with illustrative diagrams of the annotations.

An example of a dental and medical referral is shown in Fig. 3 where a translation to English is provided in the
caption.

. _
Hes
DOLOR ABDOMINAL DE *+- 8 MESES DADO POR DOLOR ABDOMEN FLANCO DERECHO CON ECO ....QUE MUESTRA LITUS RENAL 1ZQ

(a) Medical annotated referral

(Therapeutic Procedure# [aboratory Proceduref ' '**~"[aboratory or Test Result [Eaboratory or Test Result] Laboratory or Test Resulj
restos dentales, desfocacion, con hemograma aceptable, solo leve anemia, plaquets normales por lo que se puede hacer extracciones

(b) Dental annotated referral

Fig. 3. Examples of annotated referrals using BRAT Rapid Annotation Tool. These can be translated into English as (a)
“abdominal pain of +- 8 months given by right flank abdominal pain with usg .... showing left kidney stone” and (b) “dental
remnants, dental extraction, with acceptable hemogram, only slight anemia, normal platelets so extractions can be done" (in
Spanish, the word for platelets has a typo. USG: Ultrasonography).

2.4 Inter-annotator agreement

The difficulty of achieving consistent annotations was assessed by calculating the inter-annotator agreement
during first and second stage [20]. In particular, we used the F1-Score to compare pairs of annotations [25]. The
F1-Scores can be “strict” and “relaxed”. In the strict case, the pair is required to match exactly in entity and tokens
selected, while in the relaxed case, the annotations are required to have the same class. However, there may be a
partial match in the entity length, with an overlap of tokens. As an example, for the expression “breast cancer,” if
an annotator A marks only “cancer” as a disease, and annotator B decides to select the full expression “breast
cancer” as a disease, using the strict metric there would be no agreement between A and B. In contrast, with the
relaxed metric there would be agreement since both annotators include the word “cancer”.

We followed up the agreement between medical students until an agreement above 0.7 was reached on entities
such as body part, abbreviation, and medication (data not shown). We did not follow up their agreements
beyond the first 150 pre-annotated referrals, as each senior annotator verified and corrected any potential errors
identified during their annotation rounds. Instead, we focused on comparisons between each senior annotator’s
annotations and the ground truth obtained after each round of consolidation. As mentioned, once the referrals
are pre-annotated, the senior annotator (medical doctor or dentist) carries out the annotations’ first full version.
The referrals are then consolidated by the three managers and the senior annotator. Although this method is
not traditional, we consider it quite robust, as four people at the same time evaluated each of the annotated
referrals on the whole corpus. The time required during the consolidation process decreased as several rounds of
annotation were performed. Figure 4a shows the agreement trend across the consolidation rounds, with some

Zhttps://plncmm.github.io/annodoc/

ACM Trans. Comput. Healthcare, Vol. XX, No. XX, Article XX. Publication date: XX 2021.


https://plncmm.github.io/annodoc/

Automatic Extraction of Nested Entities in Clinical Referrals in Spanish «  XX:9

oscillations of the F1-Score but with excellent values, consistently above 0.9, and minor differences between strict
and relaxed forms. Figure 4b shows the high agreement scores for each annotated entity and the small differences
between strict and relaxed forms. The entities Family Member and Medication obtained the lowest F1-scores (0.88
and 0.92 respectively) in the dental subcorpus, which could be explained by the fact that they are low-frequency
entities and, therefore, a missing annotation (false negative) impacts the agreement considerably. On the other
hand, in the medical subcorpus, Finding was the entity with the lowest strict F1-Score (0.9), reaching a slight
increase in the relaxed form (0.93), suggesting a conflict at the scope annotation level for this entity in both

subcorpora.

— Strict --- Relaxed

Dental Medical
1,007 e e e SRR —“W\___,‘

0.754

F1-Score
o
3

0.25

0.00+

i1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10
Annotation round

@)
. Strict . Relaxed

Dental Medical

o o“ oo o © a\\
O\,e‘ a\‘ (“ 0\5.3'& \J\e‘“‘c ?“6\ 'a‘\ ed“ 0\12‘
o
\ a«\\\ RCER

F1-Score

a‘ \52’0 \l\e‘“ (/ é\“ ""\\0 e¢°‘e
& e o

Entities

(b)

Fig. 4. F1-score (strict and relaxed) for (a) the ten annotation rounds and (b) the annotated entities across the the dental and

medical subcorpus.

3 Automatic Entity Recognition

We tackle the task of Named Entity Recognition on the corpus described above. In particular, we had to deal
with nested entities, for which we proposed an approach based on single entities. In the following, we first define
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what we will consider a nested entity and the nested NER task, the preprocessing of the corpus, the experimental
design to evaluate the performance of different models, and a baseline. Finally, we explain the different types of
errors that can be found in this nested NER problem.

3.1 Formalization of the task

We consider that the formalization of the nested NER task has not been addressed in-depth, and clarification
of the different borderlines cases is needed. Moreover, for the particular type of NER we are trying to solve, we
found a gap of knowledge related to spans associated with multiple entity types, which was first noticed by Alex
et al. [3]. We therefore proceed to define what we understand by nested entities.

DEFINITION 1 (NESTED ENTITIES). Given an input sequence X = {x1, X2, ..., Xn} of words, an entity Q is defined
by a tuple (S4, Eq, Ty), where Sq and E4 € [1,n] represents entity boundaries in X, and Ty in & (the entity space)
corresponds to entity type. Given two entities Q and R, we say that Q is anidated in R if S,< Sy and E4< E, (with T,
#Ty). The particular case of Sq = S, and Eq = E, corresponds to an entity with multiple labels, in our statistics we
consider these cases as nested entities for both entity types.

Please note that under this definition, HTA, which is an abbreviation for hypertension, will be both a disease
and an abbreviation as well as be counted as one example for both entity types. Similarly, we define the problem
of nested NER as follows:

DEFINITION 2 (NESTED NER). Given an input sequence X = {x1, xz, ..., Xn}, the aim of nested NER is to correctly
identify the boundaries for every entity Q in X and assign it the correct entity type from a predefined list of categories.
This identification must be done for cases where nested entities are involved and when not (flat NER).

Section 3.6 describes the error analysis by which the possible assignment of an incorrect entity type, wrong
entity boundaries, and other types of errors were evaluated.

3.2 Data preprocessing

BRAT annotation software generates a file in standoff format® for each referral. This file follows a basic
structure with columns containing the following: an ID per annotation and its consecutive order of appearance,
the entity type with the indexes of the beginning and end characters of the annotation, and the character string
that constitutes the entity. We implemented a pre-processing script in our repository to transform these files
into the format requested by each architecture tested. In all cases, we converted our BRAT annotated files into a
CoNLL-like format [72], which is a standard input format for several NLP libraries. We followed the IOB tagging
format for NER (short for inside, outside, beginning). Finally, for the tokenization, we used esnewslg, which is a
Spanish statistical tokenizer trained with the Spanish AnCora and WikiNER [23, 24]. We further enhanced it by
adding a tokenizer based on regular expressions.

3.3 Multiple Single-entity NER models

We refer to our approach to nested NER as Multiple Single-entity NER (MSEN), which consists of independently
training multiple flat NER models, one for each entity type. Specifically, to create each of these models, we
followed the LSTM-CRF approach proposed by Lample et al. [35], one of the most widely used architectures
for sequence labeling models. The output of each model is merged with the others to obtain all the entities,
including the nested ones. As we have different models, the advantage is that we can run them in parallel. Figure
5 shows an overview of our architecture. To encode the input sentences, we produced different combinations
of embeddings. We first trained domain-specific embeddings concatenated with character embeddings using a

3http://2011.bionlp-st.org/home/file-formats
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Single entity model Disease entity model

Finding 7
, Predicted label [ o ] [ o J [B-DISEASEJ [I-DISEASE]
/ sequence
Medication Classification T > T > T > T
[ CRF «[ CRF ]«[ CRF ]«[ CRF ]
Abbreviation T T T T
Encoder layer BiLSTM BiLSTM « BiLSTM « BiLSTM
Disease
Body Part Stacked embedding
layer
Family Member
Procedure Input sentence [Pahent [ with colon [cancer

Fig. 5. Overview of the MSEN architecture, where each entity type has a flat NER model associated with it. The right side
of the figure shows, as an example, the detailed flat NER architecture of the disease entity. Labels of the input sentences
correspond to the union of the outputs of each of these models, thus capturing the nested entities.

BiLSTM character-level language model suggested by Lample et al. [35]. We also enrich the embedding layer by
adding contextualized embeddings from Flair [2] and BERT [15]. The output is fed into a BILSTM encoding layer
to obtain long-contextual information. Finally, we use a CRF and Viterbi algorithm to decode the most likely tag
sequence using the IOB tagging format.

3.4 Experimental design

3.4.1 Baseline: We chose as a baseline the Neural Layered model proposed by Ju et al. [29]. It works by
dynamically stacking LSTM-CRF layers to predict entities in an inside-to-outside way until no entities are
extracted. Both this architecture and our proposed model belong to the sequence labeling-based category
described in Section 1.3. The decision was based on how this architecture treats nested entities and the ease of
adapting the code to our corpus. In the Waiting List Corpus, 10.75% of the entities are involved in spans of text
tagged with multiple entity types, which is a problem little addressed in the literature, and this architecture,
like the MSEN model, can deal with these cases. Moreover, the Neural Layered model is inspired by Lample’s
architecture, which facilitates the comparison of hyperparameters with our proposed model since both have
similar components. The source code is freely available* to reproduce the experiments, and input files can be
obtained using our preprocessing toolkit described above.

3.4.2 Settings: The MSEN model was implemented using the Flair framework®. To encode sentences, we used
word embeddings previously trained over a clinical corpus built by the combination of the unannotated Waiting
List Corpus described in Section 2 and referrals collected by the group for another project [78], comprising
56,079,828 tokens and 57,112 types. These 300-dimensional clinical embeddings can be downloaded from here®.
For the experiments with contextual embeddings, we used the cased version of Spanish BERT (BETO) [10]
without fine-tuning. Since BERT uses word-piece tokenization, we decided to compute the word embeddings

4https://github.com/meizhiju/layered-bilstm-crf

Shttps://github.com/zalandoresearch/flair
Shttp://doi.org/10.5281/zenodo.3924799
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using the average of subtokens embeddings. For Flair embeddings [2], we concatenated the Spanish-forward and
Spanish-backward embeddings created using a character-level language model.

We chose the best hyperparameters via random search over the range of parameters shown in Table 1. We
tried to use hyperparameters that are as similar as possible between our model and the baseline. During the
training process, pre-trained embeddings were not left static, and out-of-vocabulary words were initialized using
a zero vector.

After preprocessing the referrals, we obtained 9,894 sentences. 8,014 were used for training, 890 for validation,
and 990 for testing, leading to a ratio of 0.81: 0.09: 0.1, the same ratio used in similar nested NER corpora, such as
GENIA [31]. The MSEN model is trained up to a maximum of 100 epochs. For optimization, we used SGD with a
mini-batch size of 16 and an initial learning rate of 0.1. We used a learning rate scheduler and an early stopping
strategy based on the performance of the development partition. We also applied dropout regularization [69]
after the embedding layer and BiLSTM.

Table 1. Hyperparameter search space and best values found for the baseline and our model (MSEN).

Parameter Range Baseline MSEN
max epochs [20, 100] 20 100
optimizer [SGD, Adam, AdamW] Adam SGD
batch size [8, 32] 16 16
learning rate [0.0001, 0.1] 0.001 0.1
char emb dim [20, 50] 25 25
dropout [0.2,0.8] 0.3 0.3
BiLSTM depth 1, 3] 3 3
BiLSTM hidden size [128, 512] 128 128

3.5 Evaluation metrics.

Our system was evaluated using precision, recall, and micro F1-score. An entity is considered correct when
both entity type and boundaries are predicted correctly, which is the official evaluation standard for NER used in
Conll-03 [72]. Note that this metric is analogous to the strict inter-annotator agreement calculated in Section 2.4.

Reporting a single performance score is insufficient to compare non-deterministic approaches since results
might change when using different subsets. Here we report a k-fold cross-validation process using k = 10. To
determine whether the observed differences between the performance of the best MSEN model and the baseline
were statistically significant, we performed a k-fold cross-validated paired t-test [16], setting the « level at P
<0.05.

Since neural network models are stochastic processes, it is important to mention that replicating these
experiments may lead to slightly different results in different runs. To ensure the reproducibility of our experiments,
we made public in the repository the partitions used for this process and the original subsets on which the
experiments were tested.

3.6  Error analysis.

For a better comprehension and explainability of our entity recognition model, an analysis of the errors was
performed using the work proposed by Nejadgholi et al. [57] but modified for nested entities. The output from
an entity recognition model can be incorrect because either the span is wrong, or the label is wrong (or both).
Based on these principles, we distinguish five types of errors listed below and exemplified in Figure 6

(1) False-positive: the model predicts one or more entities that are not annotated in the test subset.
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abdominal pain of +- 8 months given by right flank ab

True annotation . . . . .
“ dominal pain with usg .... showing left kidney stone

Error type Predicted annotation

abdominal pain of +- 8 months given by right flank ab

False-positi
alse-postiive dominal pain with usg .... showing left kidney stone

abdominal pain of +- 8 months given by right flank

False-negative abdominal pain with usg .... showing left kidney stone

abdominal pain of +- 8 months given by right flank ab

label, righ
Wrong label, right span dominal pain with usg .... showing left kidney stone

abdominal pain of +- 8 months given by right flank ab

Wi label lappi
rong label, overiapping span dominal pain with usg .... showing left kidney stone

abdominal pain of +- 8 months given by right flank ab

ight label lappi
Right label, overlapping span dominal pain with usg .... showing left kidney stone

Fig. 6. Example annotations for each error type. A correctly annotated span of text is described in the head, and malformed
annotations are described below. For illustrative purposes, we are only showing annotations for the Sign or Symptom (in
light purple) and Diagnostic Procedure (in dark green). Malformed annotations are shown in bold. Note that we are using
the first referral showed in Figure 3.

(2) False-negative: the model predicts no entities for a given span, but the test subset contains no entities. This
malformed addition can be complete (the model predicted no entities for the span) or partial (the model
predicted an incomplete list of entities for the given span)

(3) Wrong label, right span: an annotated entity in the test subset and the predicted entity have the exact spans
but different entities.

(4) Wrong label, overlapping span: the annotated entity in the test subset and the predicted entity have
overlapping spans and different entity classes.

(5) Right label, overlapping span: the annotated entity in the test subset and the predicted entity have the
same entity classes but overlapping spans.

4 Results

4.1 Annotated corpus statistics

The corpus is a collection of 5,000 referrals divided in two: 2,067 dental, and 2,933 medical. The statistics of
the full corpus and subcorpus documents and entities are described in Table 2 and 3. The document distribution
among the dental and medical specialties are described in Tables 4 and 5, respectively. The annotated corpus
is freely available for non-commercial use’. From the total of annotated entities, the distribution of tokens per
entity type and entity types per document (referral) is shown in Fig. 7. In terms of the annotated attributes and
relations, they are much less in number than entities. For the attributes, we have 1,068 negated, 973 pending, 26
implicit family background, 1 paternal and 3 maternal. For relations, we have 1,114 pairs of relations.

As previously mentioned, this corpus has nested entities. Figure 8 illustrates this fact, with numbers indicating
how many times the entity in the row is nested in the entity in the column. Please note that this matrix is not
symmetric, as it is much more common to find, for example, an abbreviation in a finding than the other way

"https://doi.org/10.5281/zenodo.4287459
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around. In fact, in the medical subcorpus, abbreviations are nested 1323 times in findings, while findings are
263 times part of an abbreviation. Besides, when nested annotations have the same length, we count them as
embedded into each other for both entities. An example of that is HTA (hypertension), which is both a disease
and an abbreviation. In summary, 48.17% of the entities in the corpus are embedded in or contain other entities,
and the maximum nesting depth is three.

Table 2. Corpus statistics divided by medical and dental documents.

Metric Total Medical Dental
Documents 5,000 2,933 2,067
Tokens 181,706 123,162 58,544
Vocabulary 22,165 18,675 6,543
Lexical diversity? 12.2 % 152 % 11.2 %

Mean tokens per document?  36.3 (29.2) 42.0 (35.5) 28.3 (13.0)
Mean entities per document® 9.0 (7.2) 10.5(8.7) 6.9(3.2)
Annotated tokens 110,771 71,384 39,387
Entities 44,941 30,766 14,175

“Ratio of different unique tokens to the total number of tokens.
bStandard deviation in parentheses.

Table 3. Quantity of entities by entity class and subcorpus.

Subcorpus Total Medical Dental
Abbreviation 10,961 8,514 2,447
Body Part 7,265 4,226 3,039
Disease 11,103 7,775 3,328
Family Member 298 276 22
Finding 10,677 6,890 3,787
Medication 1,050 846 204
Procedure 3,587 2,239 1,348

4.2 Nested Named Entity Recognition

As shown in Table 6, the approach proposed by Ju et al. [29] was used as a reference to compare with our
models. As expected, each setting of the MSEN architecture outperforms the baseline because it focuses on
only one entity type per model. We also noticed that by adding new elements to the embeddings layer, such as
contextual embeddings, the results improve even more. The model with the best result (highlighted in bold) is the
one that used clinical word embeddings concatenated with character and Flair embeddings, achieving a micro
F1-score of 80.27.

Regarding the best model, Table 7 shows precision, recall and F1-score per entity, as well as the number of
examples in the test partition. The entity with the best results was abbreviation, which is expected since it is easy
to recognize from the morphological point of view. This entity is usually one token long; therefore, the chances
of being mistaken due to wrong boundaries are low. The opposite occurs with the entity finding, which is four
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Table 4. Documents distribution by dental specialty.

Dental specialty Documents Percentage
Oral rehabilitation: Removable dentures 515 10.30 %
Endodontics 501 10.02 %
Orthodontics 343 6.86 %
Periodontology 343 6.86 %
Maxillofacial surgery 142 2.84 %
Oral Surgery 114 2.28%
Oral rehabilitation: Crowns 51 1.02 %
Operative dentistry 23 046 %
Temporomandibular disorders and orofacial pain 3 0.06%
General dentistry 3 0.06%
(@) (b)
10- Subcorpus
B Medical
24 Dental

o

Tokens per Entity
IS

Annotations per Document

N ° & & & v;\oQ 6"@
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Fig. 7. Frequency distribution and median (white point) of (a) tokens per entity across the subcorpus, and (b) annotated
entities per document by subcorpus.

tokens long on average, thus very easy to have it wrong in the limits. Moreover, clinical findings are the hardest
to have consistently annotated by humans, hence is not surprising that it is also hard to be identified by the
model.

The cross-validation process demonstrated the efficacy and high level of generalization of the MSEN model on
unseen data, significantly outperforming the baseline in all measurements (Table 8), consistent with the results
in Table 6. In practical terms, the statistical results and the k-fold cross-validation provide convincing evidence
that the MSEN and Layered models perform differently.

4.3 Error analysis

Our best MSEN model made 1,302 errors on the test subset. The highest proportion of errors corresponds to
right label, overlapping span (38%), followed by false negatives (29.6%) and false positives (22%) (Figure 9a). The
finding entity class is the entity with the highest proportion of these three types of errors, covering almost 60% of
right label, overlapping span error, 40% of false negatives and 35% of false positives (Figure 9b). It has previously
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Table 5. Documents distribution by medical specialty.

Documents Percentage

Traumatology 489 9.78 %
Gynecology 277 554 %
Otorhinolaryngology 223 446 %
Ophthalmology 216 432 %
Neurology 197 3.94 %
Internal medicine 174 3.48%
Surgery 168 3.36 %
Pediatrics 158 3.16 %
Cardiology 150 3.00 %
Gastroenterology 131 2.62%
Dermatology 105 2.10 %
Urology 9% 1.92%
Psychiatry 80 1.60%
Vascular surgery 64 1.28%
Endocrinology 56 1.12 %
Pediatric surgery 53 1.06 %
Nephrology 53 1.06 %
Pulmonology 43 0.86 %
Obstetrics 43 0.86 %
Neurosurgery 38 0.76 %
Abdominal surgery 23 046 %
Rheumatology 20 0.40 %
Hematology 15 03%

Physical medicine and rehabilitation 13 026 %
Infectology 10 0.20 %
Oncology 9 018%
Genetics 9 018%
Colorectal surgery 7 014 %
Breast Surgery 6 012%
Plastic Surgery 3 0.06%
Geriatrics 2 0.04%
Cardiothoracic Surgery 1 0.02%
Anesthesiology 1 0.02%

been reported that better NER models generate more right label, overlapping span errors, suggesting that it could be
because the span information may be more vague in the representation resulting from contextualized embeddings
by combining the meaning of words through an attention mechanism. Consequently, proper treatment of this
type of error is essential in the comparison of modern NER systems [57].
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Fig. 8. Characterization of nested entities. The numbers indicate how many times the entity in the row is embedded in the

entity in the column. (a) represents the medical subcorpus and (b) represents the dental subcorpus.

Model Precision Recall F1-Score
Neural Layered Model [29] (baseline) 77.0 72.12 74.48
MSEN [Word] 7659  74.84  75.71
MSEN [Word+Char] 77.75 78.29 78.02
MSEN [Word+Char+BERT] 7972 7883  79.27
MSEN [Word+Char+Flair] 80.24 80.30 80.27
MSEN [Word+Char+Flair+BERT] 79.90 78.13 79.01

Table 6. Results obtained with different models on the Waiting List Corpus. Here Word stands for word embedding, Char is
character embedding, and the Flair and BERT models were implemented as described in the text.

Regarding the wrong label errors, the confusion matrix (Figure 10) shows that the finding and disease entity
classes are more often confused by the model, and this could be mainly because of the close semantic relatedness
of both entity classes; these classes are often subject to discussion even by the expert annotators.

5 Conclusions and future work

In this paper we have presented a new entity-annotated corpus of medical and dental referrals in Spanish as

well as an in-depth experimental study of neural NER models trained on it. The entities we chose are clinically

relevant, and include nested entities. Detecting these entities was addressed using a Multiple Single-entity NER
approach, which obtains better results than a state-of-the-art baseline. As well, adding contextualized embeddings
led to a significant improvement in metrics, especially in recall. We also share the 5,000 annotated referrals, the
annotation guidelines, clinical word embeddings, and the code used to generate the results presented here.
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Table 7. Results for each entity type using the best model in the test dataset.

Entity Precision Recall F1-Score Support
Abbreviations 93.65 95.07 94.35 993
Disease 82.65 83.19 82.92 1,071
Medication 87.21 81.52 84.27 92
Finding 62.31 62.13 62.22 1,059
Body Part 85.91 87.01 86.46 708
Family Member 96.55 87.50 91.80 32
Procedure 72.96 69.46 71.17 334

Table 8. Results of the 10-fold cross-validation on the best MSEN model and the baseline. Results are calculated based on
the micro F1-score metric.

Neural Layered MSEN

. . P value?
Model [29] (baseline) [Word + Char + Flair] vatue
Mean 73.20 79.81 8.8¢7?
SD 0.752 0.469
Min 72.16 79.16
Max 74.65 80.66
¢10-fold cross-validated paired ¢-test.
(a) (b)
100% - / V 4 4 4 . / » Procedure
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Fig. 9. Distribution of the errors types found by the error analysis on the incorrect best models’ predictions on the test subset.
Panel (a) shows the overall distribution of the error types, and panel (b) shows the distribution of entities inside error types.
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Fig. 10. Confusion matrix for the wrong label errors found by the error analysis on the incorrect best models’ predictions on
the test subset.

In terms of developing NER models trained on this corpus, future work includes improving the recall for
procedure and finding due to the importance of identifying these entities. The low values in the metrics for
finding can be explained mainly by a lack of agreement in the boundaries. It is interesting to notice that the
model analysis has also helped us to identify annotation inconsistencies. We plan to homogenize the annotations,
tracking inconsistencies through an automatic harmonization process similar to Campillos et al. [7].

Besides, our annotated corpus has hierarchical entities (for example, test result and sign/symptom are part of
the entity finding), and we plan to investigate the hierarchical nested NER using architectures as in Marinho et al.
[46]. Finally, our corpus has attributes and relations which we have not addressed yet. Once we have a higher
amount of annotated referrals, we plan to host a shared task to advance this corpus’s multiple challenges.

To the best of our knowledge, this is the first annotated dental corpus for the Spanish language, and one of
the strengths in this work is having a medical doctor and a dentist on the team. The lack of a second medical or
dental annotator can be perceived as a weakness of the study, however we consider that our annotation scheme
was very rigorous, requiring the simultaneous evaluation of four researchers during consolidation to obtain high
quality annotations.

One of our goals working on this corpus and training NER models is to recognize diseases within this waiting
list automatically. An example of that is the recognition of new cases of psoriasis within this waiting list [37],
which could be extended for the detection of all diseases. Besides, telemedicine has been posed as one of the
solutions to decrease the waiting times in the Chilean public healthcare sector [50]. To correctly estimate the
effect, one needs to summarize the suspected diagnoses and check which of them are eligible for telemedicine
consultations. We believe our work can speed up this task.

Part of the group’s expertise is in the genetic components of diseases. For that reason, we want to explore the
possible risk factors (genetic or environmental), which could be obtained from the mentions of the patients’ family
history and habits. In this regard, we pay special attention to identifying relations between family members and
diseases, with maternal and paternal components labeled. This corpus is not particularly rich in those entities.
However, we are starting to collaborate with a cancer center, and we plan to translate the know-how from this
annotated corpus to future projects in that direction.
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